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(57) ABSTRACT

The present invention is directed to deconvolution and nor-
malization of assay data. The present invention includes a
control and analysis system, used in conjunction with a signal
generation and detection apparatus, for capturing, processing
and analyzing images of samples having resonance light scat-
tering (RLS) particle labels. The control and analysis system
processes instructions and algorithms for performing multi-
plexed assays of two or more colors, for example, to allow
separation and analysis of detected light that contains infor-
mation from two or more different types or sizes of RLS
particles. The multiplexing analysis software is preferably
incorporated within the system of the present invention, and
the multiplexing analysis is preferably performed in real-time
during a scanning or assay procedure. The invention provides
for a computer readable medium containing instructions for
carrying out the same.
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METHOD AND APPARATUS FOR
NORMALIZATION AND DECONVOLUTION
OF ASSAY DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority to provisional U.S.
applications, Ser. No. 60/317,543, filed on Sep. 5, 2001,
entitled “Apparatus for Analyte Assays”, Ser. No. 60/364,
962, filed Mar. 12, 2002, entitled “Multiplexed Assays Using
Resonance Light Scattering Particles,” and Ser. No. 60/376,
049, filed Apr. 24, 2002, entitled “Signal Generation and
Detection System for Analyte Assays,” all of which are incor-
porated herein by reference in their entirety.

FIELD OF THE INVENTION

[0002] The present invention generally relates to methods
of processing data obtained from assay measurements on
analytes. Specifically the present invention provides methods
and apparatus for correlating measured light intensity with
analyte concentration and for normalization of data across
microarray samples. The invention is of particular applicabil-
ity to assays that use resonance light scattering particles.

BACKGROUND OF THE INVENTION

[0003] Binding-pair techniques play an important role in
many applications of biomedical analysis and are gaining
importance in the fields of environmental science, veterinary
medicine, pharmaceutical research, food and water quality
control and the like. Such techniques rely upon an interaction,
usually reversible, between a molecule of sample, and a label,
or probe, that is based upon molecular recognition. The inter-
action may be highly specific, for example having the char-
acter of a ligand-receptor binding event, or may involve use of
a substance that has very broad binding capabilities.

[0004] For the detection of analytes at low concentrations
(less than about 1 picomole analyte per volume of sample
analyzed), fluorescent, isotopic, luminescent, chemilumines-
cent, or electrochemiluminescent labels and accompanying
specific detection methods are often used. Such methods are
able to achieve detection of low concentrations of analytes by
amplifying many-fold the number of luminescent molecules
or photon-generating events. However, those methods suffer
from a number of drawbacks, which makes the detection of
analytes complicated, difficult, time consuming, and costly.
Not least of these drawbacks are problems of interference of
chemical or enzymatic reactions, contamination, compli-
cated and multi-step work-up and analysis procedures, lim-
ited adaptability to single step “homogeneous”, non-separa-
tion, formats, and the requirement of costly and sophisticated
instrumentation.

[0005] Recently a particularly advantageous method of
detecting analytes using submicroscopic (typically nanom-
eter-sized) metal colloidal particles as labels has been devel-
oped. The detection and/or measurement of the light-scatter-
ing properties of the particles is correlated to the presence
and/or amount, or absence, of one or more analytes in a
sample. Analyte detection using such a technique, and an
apparatus for carrying out analyte assays, are described in, for
example, Yguerabideet al, U.S. Pat. No. 6,214,560, and inter-
national applications PCT/US/97/06584 (WO 97/40181),
PCT/US98/23160 (WO 99/20789), and U.S. provisional
patent application Ser. No. 60/317,543 (filed Sep. 5, 2001),
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each of which is incorporated by reference herein in its
entirety. Elements of the basic principles behind this technol-
ogy known as resonance light scattering (RLS) technology,
are also described in the two publications: Yguerabide &
Yguerabide, Anal. Biochem., 261:157-176, (1998); and Anal.
Biochem., 262:137-156, (1998). It finds application to a wide
range of situations including those where, hitherto, fluores-
cent labels such as fluorescein have been employed.

[0006] RLS technology is based on physical properties of
metal colloidal particles. These particles are typically nanom-
eter-sized and, when illuminated with polychromatic light,
preferentially scatter incident radiation in a manner consis-
tent with electromagnetic theory known as resonance light
scattering. The light produced by sub-microscopic RLS par-
ticles arises when their electrons oscillate in phase with inci-
dent electromagnetic radiation. The resulting scattered light
is in the visible range and is highly intense, often being at least
several orders of magnitude greater than fluorescence light
when compared on a per label basis. The level of intensity and
color is determined largely by particle composition, size and
shape.

[0007] Incontrast to the use of fluorescent labels, where the
analyte binds to a fluorescent molecule, or tag, whose fluo-
rescence is detected, the principle behind RLS is that those
analytes are bound to at least one detectable light scattering
particle with a size smaller than the wavelength of the illumi-
nating light. These particles are illuminated with a light beam
under conditions where the light scattered by the particle can
be detected. The scattered light detected under those condi-
tions is then a measure of the presence of the one or more
analytes in a sample. The method of light illumination and
detection has been referred to as DLASLPD (“Direct Light
Angled for Scattered Light only from Particle Detected”) in
U.S. Pat. No. 6,214,560 wherein a number of methods and
configurations for efficient dark field illumination are
described.

[0008] By ensuring appropriate illumination and maximal
detection of specific scattered light, the result is an extremely
sensitive method of detection that can enable detection of one
or more analytes to very low concentrations. In fact, the light
scattering power of a 60 nm gold particle is equivalent to the
fluorescent light emitted from about 500,000 fluorescein mol-
ecules. It has been found that, in suspension, 60 nm gold
particles can be detected by the naked eye, through observa-
tion of scattered light, at a concentration down to 10> M.
Indeed, ultra-sensitive qualitative solid phase assays can be
conducted with the naked eye, enabling detection of as little
as 107'® moles of analyte in 100 pl of analyte sample using
integrated light intensity. Furthermore, single particle detec-
tion is possible by the human eye with less than 500 times
magnification as viewed through an optical microscope. For
example, individual gold particles can readily be seen in a
student microscope with simple dark field illumination.
[0009] Additional benefits of RLS particles include the fact
that they do not photobleach, the color of the scattered light
can be changed by altering particle composition or particle
size, and the particles can be coated with antibodies or DNA
probes for detection of specific analyte antigens or DNA
sequences. Furthermore, RLS particles offer a broad dynamic
range: by judicious choice of integrated light intensity mea-
surements or direct observation by eye, analyte can be
detected over three decades of analyte concentration, and the
region of dynamic range can be adjusted by changing the
particle size. RLS particles are also compatible with homo-
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geneous assays, for example in solution, or in solid phase
assays wherein very high sensitivity can be obtained through
particle counting. In short, ultra-sensitive quantitative assays
can be conducted with relatively simple instrumentation.
[0010] Nevertheless, detection of RLS particles with con-
ventional laser scanners entails some technical limitations
because the particles emit the same wavelength light as the
excitation source. Laser scanners are based on the “Stokes
shift” phenomenon of fluorescence, in which the emitted light
from a fluorescent molecule is of a longer wavelength than
that of the excitation light. Laser scanners are designed to
block the excitation spectrum from the detection system,
allowing only the emission from the fluorescent molecule to
be sensed by the detector. Therefore, because existing laser
based systems are tailored to fluorescence labeling, specific
instrumentation has been developed to analyze microarrays
labeled with RLS particles. In practice, if monochromatic
laser light is used, illumination in a dark field configuration
works well. The principal limitation is that any incident light
entering the optics on the detection side is indistinguishable
from the scattered light signal because the wavelengths of the
scattered light and the laser light are the same.

[0011] Inessence, RLS technology can detect low concen-
trations of analytes without the need for signal or analyte
molecule amplification. Furthermore, the method provides a
simplified procedure for the detection of analytes wherein the
amount and types of reagents are reduced relative to other
methods in the art. The method also enables substantial
reductions in the number of different tests to be carried out
(e.g., through application of specially developed multiplex
assays—assays that permit detection of multiple analytes
using, for example, multiple labels; see for example, U.S. Pat.
No. 6,214,560), thereby leading to reduced costs and lower
production of waste, especially medically-related waste that
must be disposed of by specialized means.

[0012] The wide range of specific light scattering signals
from different particle types means that one skilled in the art
can in principle detect and measure to a high degree of speci-
ficity one or more analytes in a sample. Where there is high
optical resolvability of two or more different particle types
there is the potential for very simple multi-analyte detection
(i.e., simultaneous detection of two or more different ana-
lytes) in a sample without the need for complex apparatus.
Furthermore, the use of specific particle types that possess
highly measurable and detectable light scattering properties
in a defined assay format enables ready application of the
method to micro-array and other high-throughput techniques.
However, in general, mixtures of RLS particle types have a
composite spectra equal to the linear summation of propor-
tional amounts of component reference spectra, according to
the relative abundance of the particles. In general, then, a
process of multispectral deconvolution, or unmixing,
becomes necessary to deconvolve a mixture of component
spectra so that one RLS particle type can be discriminated
from another.

[0013] The problem of unmixing spectra is not unlike those
found in the discipline of “remote sensing” and “image
exploitation”. In these applications, observations of the Earth
are captured with multi- and hyper-spectral satellite sensors
which gather tens to hundreds of spectral images and then
unmix them using linear unmixing software. However, Earth
observations largely consist of unknown materials whose
spectra are ambiguous. Accurate determination of material
abundance from these observations is difficult. This is espe-
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cially due to the variance in the reference spectra used and the
number of unknown references in the image. This situation
compounds the overall problem because the solution
becomes under-determined since there are fewer reference
materials than there are materials in the image.

[0014] Research and development in the remote sensing
field is ongoing, and much of it is devoted to exploring ways
to improve spectral unmixing. Example reports that highlight
some of the problems and issues being encountered in the
field, include: Chewings, V. H., Pickup, G., Bastin, G. N. and
Pearce, G., “The potential for hyperspectral data mapping in
Australian arid-zone vegetation 10th Australasian Remote
Sensing and Photogrammetry Conference,” Adelaide, South
Australia, 851-863, (2000), in which research tested how well
individual spectral bands and indices derived from discrete
wavelengths were able to differentiate different tree and shrub
species, and soil and litter. Results from this preliminary
study indicated that major components of an arid landscape,
such as green trees, dark shrubs, soil and to some extent litter,
can be mapped using hyperspectral data. However, attempts
to “unmix” pixels into these component parts were only par-
tially successful, probably due to insufficient knowledge of
the full range of spectral characteristics of the target objects.
[0015] Hermann, J. A. and Shettigara, V. K. and Hawthorn,
C., “Full and partial unmixing of hyperspectral images for
target detection,” Proc. 10th Australasian Remote Sensing
and  Photogrammetry Conference, Adelaide, (2000),
described significant efforts being expended on improving
the accuracy of the unmixing processes utilized in hyperspec-
tral sensing for target detection. It was suggested that a priori
knowledge of the spectral signatures is essential for ensuring
the success of unmixing processes. Spectral signature vari-
ability is another factor which may seriously limit the success
unmixing procedures. When the entire set of spectral signa-
tures and their variability is accurately known then successful
unmixing can be achieved.

[0016] Shettigara, V.K.,O’Mara, D., Bubner, T. and Kemp-
inger, S. G., “Hyperspectral band selection using entropy and
target to clutter ratio measures,” Proc. 10th Australasian
Remote Sensing and Photogrammetry Conference, Adelaide,
(2000), demonstrated that unmixing is a popular method for
target detection in hyperspectral images. The high dimen-
sionality of the hyperspectral data is a serious challenge to the
operational use of the technology. For this reason it is impor-
tant to investigate if unmixing can be achieved using fewer
bands.

[0017] Nevertheless, unmixing methods may have promise
for, or be adaptable to, RLS particle analysis because a lim-
ited number of known materials (RLS particles) are in the
image, and their reference spectra are accurately known or
can be determined.

[0018] To date, the RLS particle method for analyte detec-
tion has found application to techniques including, but not
limited to: in vitro immunoassays; in vitro DNA probe assays;
gene expression microarrays; DNA sequencing microarrays;
protein microarrays; immunocytology; immunohistochemis-
try; in situ hybridization; multiplexed (multicolor) assays;
homogeneous immuno, and DNA probe assays; and microf-
luidic, immuno, and DNA probe assay systems as described
in Bao, P, Frutos, A., Greef, C., Lahiri, J., Muller, U., Peter-
son, T., Warden, L., Xie, X., “High-Sensitivity detection of
DNA hybridization on microarrays using resonance light
scattering”, Anal. Chem., 74:1792-1797, (2002). Microarray
technology has been described in: Schena, M., Shalon, D.,
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Davis, R. W., and Brown, P. O., “Quantitative monitoring of
gene expression patterns with a complementary DNA
microarray”, Science, 270:467-70, (1995).

[0019] A particularly important area for application of
microarrays is gene expression analysis. A basic problem in
expression analysis is the determination of gene regulation
profiles while compensating for unassociated assay and sys-
tem variations. Gene regulation profiles are used to determine
the degree to which a particular sample of genetic material is
expressed relative to another, under controlled experimental
conditions. However, independent assay and system varia-
tions conspire to obstruct accuracy in such comparative
expression studies.

[0020] Sources of variation are experiment dependent. A
list of commonly contributing factors from Schuchhardt, J.,
Beule, D., Malik, A., et al., “Normalization Strategies for
c¢DNA Microarrays,” Nucl. Acids Res., 28: €47, (2000) is
included hereinbelow. This list of factors addresses fluctua-
tions in probe, target and array preparation, in the hybridiza-
tion process, background and overshining effects and effects
resulting from image processing, but is not intended to be an
exclusive list.

1. mRNA preparation: depending on tissue and sensitivity to
RNA degradation, probes may appear different from sample
to sample.

2. Transcription: reverse transcription to cDNA will result in
DNA species of varying lengths.

3. Labeling: radioactive labeling may fluctuate randomly and
systematically depending on nucleotide composition.

4. Amplification: clones are subject to PCR amplification,
which is difficult to quantify and may fail completely.

[0021] 5. Systematic variations in pin geometry: pins have
different characteristics and surface properties and therefore
transport different amounts of target cDNA.

6. Random fluctuations in target volume: the amount of trans-
ported target fluctuates stochastically even for the same pin.
7. Target fixation: the fraction of target cDNA that is chemi-
cally linked to the slide surface from the droplet is unknown.
8. Hybridization parameters: efficiency of the hybridization
reaction is influenced by a number of experimental param-
eters, notably temperature, time, buffering conditions and the
overall amount of probe molecules used for hybridization.
9. Slide inhomogeneities: for different reasons the probe may
be distributed unequally over the slide or the hybridization
reaction may perform differently in different parts of the
slide.

10. Non-specific hybridization: a typical source of error that
cannot be completely excluded.

11. Non-specific background and overshining: non-specific
radiation and signals from neighboring spots.

12. Image analysis: non-linear transmission characteristics
and saturation effects and variations in spot shape.

[0022] Although such system variations can derive from
numerous sources located throughout the entire experimental
process, their aggregate effect is felt most during the quanti-
fication stage. The result of quantification is usually a set of
numerical measures that represent the end point of the bio-
chemical stages of the analysis, and which are subsequently
subjected to a number of data processing steps.

[0023] In particular, there are inherent difficulties in accu-
rately correlating a measured signal with the quantity of ana-
lyte that gives rise to the signal. There is also no guarantee of
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reproducibility, i.e., that equivalently prepared microarray
features (such as spots) produce equivalently quantified
expression values. Furthermore, there are problems of con-
sistency between samples, both different samples in the same
array and between samples on different arrays. Thus, quanti-
tative analyte detection, which is so vital to areas such as gene
expression analysis, is often confounded by an inability to
accurately gauge analyte presence in any given sample and to
make reliable comparisons between different samples.
[0024] Measured data values have absolute units and are
tied to the entire population of microarray features from
which they came. For the purpose of data processing, it is
desirable to cancel out absolute units from the measurement
in order to enable accurate comparison with expression val-
ues from other populations. This can be achieved by so-called
normalization methods. In order to produce a unitless set of
data, a normalization method must consistently produce a
transformation. Two forms of normalization method are
known in the art. One form is where controls are used to guide
the normalization process, and the other is where no controls
are used.

[0025] The drawback of existing normalization methods
that do not use controls is that an analytic scheme must
reverse-engineer a data model that itself attempts to accu-
rately describe the underlying data. Such a model is either
based on theory or is empirically derived from each data set
that is considered. Ultimately, the data undergoing analysis is
normalized to the theoretical or derived model, or compen-
sated for in some way that is based on it. Subsequent ratio-
metric analysis is conducted relative to the model. Such an
approach rests on the assumption that the theoretical or
empirically derived model is in fact accurate. This assump-
tion must be validated at some point in the analysis in order to
be confident in the results. However, without controls at one’s
disposal to help reverse the effects of systematic and protocol
induced variance, it may never be possible to have a sound
model.

[0026] By contrast, an advantage of using controls is that a
model can be derived directly from data that has been
obtained during the course of the experiment and thus has
experienced many of the variations to which the actual mea-
sured data has been subject. Nevertheless, existing normal-
ization methods that use controls are still imperfect.

[0027] For example, Schuchhardt et al., Nucl. Acids Res.,
28: e47,(2000), described the use of averaging as an approach
to normalization of data across an array, but did not provide a
closed solution. They described a technique in which they
“divide the signal intensity of each spot by the average inten-
sity of all control spots on the slide”, a quantity referred to as
a control data average. Schuchhardt et al. describe their tech-
nique as an “intuitive normalization procedure” because
using an average intensity was expected to desensitize results
from sources of noise by reducing the effect of stochastic
fluctuations, such as those associated with inlionogeneities in
hybridization. However, by using control data averages, there
is still no guarantee that the normalized set of data will be
characterized reproducibly in a consistent manner because all
the control features are assumed to express equivalently.
Unless this is reliably true all the time, normalization perfor-
mance cannot be relied up on to guarantee a consistent solu-
tion.

[0028] Other methods of standardizing assay data using
controls have been proposed. For example, in the publication,
Colantuoni, C., Henry, G., Zeger, S., Pevsner, I, “Local mean
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normalization of microarray element signal intensities across
an array surface: quality control and correction of spatially
systematic artifacts,” Biotechniques, 32(6):1316-20, (Jun.,
2002), a method that utilizes local controls is used so that
control data averages are calculated over immediate neigh-
bors of a given spot. This method therefore suffers from the
same drawback as that of Schuchhardt et al. A further method,
Finkelstein et al., “Iterative linear regression by sector: renor-
malization of ¢cDNA microarray data and cluster analysis
weighted by cross homology”, Critical Assessment of
Microarray Data Analysis, Duke University, (2000), is based
on an assumption that the data is or should have a linear
relationship with respect to intensity. The method then takes
an iterative approach, selectively eliminating data points that
deviate substantially from linearity. This method suffers from
the drawback that intensity data may not obey a linear rela-
tionship with respect to analyte concentration and also that
removing data points is unsatisfactory because of the associ-
ated loss of information. Other approaches to normalization
of array data have been developed, as demonstrated in the
product ArrayStat®, by Imaging Research, Inc., which is
directed towards quality assurance.

[0029] A hitherto unexploited advantage of controls is that
an equivalence model relationship between pairs of controls
can be obtained, thereby bringing validation to the fore of the
analysis. In this way, the model is not assumed, but rather is
enforced in the process of defining it. The model is not depen-
dent on whether, say, intensity is proportional to RLS particle
concentration, but rather only depends on the assumption that
equally prepared assays should express equally. Accordingly,
the art lacks a normalization method that consistently pro-
duces the same effect and guarantees that equivalently pre-
pared microarray features will produce equivalently quanti-
fied expression values across the entire range of control
features.

[0030] Thus there remains a need for a flexible, highly
sensitive and automated signal generation and detection sys-
tem that is capable of capturing, processing, analyzing, and
comparing various samples of analytes, in a number of for-
mats. The commercial availability of such a system would
have wide applicability and would benefit research and indus-
try in many ways including application to microarrays, bio-
chips, genomics, proteomics, combinatorial chemistry and
high throughput screening (HTS).

SUMMARY OF THE INVENTION

[0031] The present invention involves an assay system,
comprising: at least one type of light scattering particles
configured to be bound to an analyte of interest in a sample;
and a scattered light detector configured to analyze analytes
in the sample based on detected scattered light of at least first
and second colors from the sample. The assay system is
further such that the scattered light detector comprises: a
sample holder configured to hold and position a sample con-
taining the sample; an illumination system providing light to
the sample; a light detector positioned with respect to the
sample holder to detect scattered light in response to light
provided by the illumination system; and an analyzer com-
municating with the light detector to analyze the analytes in
the sample based on the detected light of the at least first and
second colors.

[0032] The assay system of the present invention further
comprises at least one processor and a memory, wherein the
processor is configured to: accept spectral intensity data from
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a sample, wherein the spectral intensity data comprises sig-
nals from at least two types of light scattering particles, and
wherein a first particle binds to a first analyte and a second
particle binds to a second analyte; convert the spectral inten-
sity data, using multi-spectral deconvolution, into a first
intensity that corresponds to an abundance of the first particle,
and a second intensity that corresponds to an abundance of the
second particle; and quantify the first analyte from the first
intensity and quantify the second analyte from the second
intensity.

[0033] The present invention further involves An apparatus
for quantifying at least two types of analytes in an assay, the
apparatus comprising at least one processor and a memory,
wherein the processor is configured to: accept spectral inten-
sity data from a sample, wherein the spectral intensity data
comprises signals from at least two types of light scattering
particle, and wherein a first particle binds to a first analyte and
a second particle binds to a second analyte; convert the spec-
tral intensity data, using multi-spectral deconvolution, into a
first intensity that corresponds to an abundance of the first
label, and a second intensity that corresponds to an abundance
ofthe second label; and quantify the first analyte from the first
intensity and a concentration of the second analyte from the
second intensity.

[0034] The present invention further comprises an analyzer
for quantifying at least two types of analytes in multiplexed
assays, comprising at least one processor and a memory,
wherein the processor is configured to: accept spectral image
data from a sample that includes two or more spectrally
selective images, wherein the spectral image data is com-
prised of signals from two labels and wherein a first label
binds to a first analyte and a second label binds to a second
analyte; convert the two or more spectrally selective images
into individual images that either contain only the first label or
contain only the second label, using multispectral deconvo-
lution; and quantify the first analyte by means of particle
counting from the individual images that contain only the first
label, and the second analyte by means of particle counting
from the individual images that contain only the second label.
[0035] The present invention also involves a method for
normalizing assay data, comprising: selecting a first popula-
tion of assay data and a second population of assay data,
wherein the first population comprises a dependent set of
controls and the second population comprises an independent
set of controls; obtaining a linear relationship between the
independent set of controls and the dependent set of controls;
and applying the linear relationship to the first population,
thereby producing normalized assay data.

[0036] A method of ratiometric analysis, performed on
assay data that comprises an array of features, the method
comprising: selecting a first population of assay data and a
second population of assay data, wherein the first population
comprises a dependent set of controls and the second popu-
lation comprises an independent set of controls; obtaining a
linear relationship between the independent set of controls
and the dependent set of controls; and applying the linear
relationship to the first population of assay data, thereby
producing a first normalized assay data; obtaining a second
linear relationship between the second set of controls and the
first set of controls, wherein the first set of controls is treated
as an independent variable, and the second set of controls is
treated as a dependent variable in the linear relationship.
applying the second linear relationship to the second popula-
tion of assay data, thereby producing a second normalized
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assay data; calculating a ratio of a value of the feature in the
normalized assay data to a value of the feature in the second
normalized assay data; and identifying the feature as regu-
lated if the ratio exceeds a threshold value.

[0037] The present invention also involves a method of
identifying at least one anomalous feature in assay data,
wherein the assay data comprises an array of features, the
method comprising: dividing the assay data into a first popu-
lation and a second population, wherein the first population
comprises a first set of controls and the second population
comprises a second set of controls; obtaining a first linear
relationship between the first set of controls and the second
set of controls, including setting one set of controls as a
dependent variable and the other set of controls as an inde-
pendent variable; obtaining a second linear relationship
between the second set of controls and the first set of controls,
wherein the control set that is treated as the dependent vari-
able in obtaining the first linear relationship is treated as an
independent variable in obtaining the second linear relation-
ship; applying the first linear relationship to the first popula-
tion, thereby producing a first normalized assay data; apply-
ing the second linear relationship to the second population,
thereby producing a second normalized assay data; and cal-
culating a first ratio of a value of the feature in the first
normalized assay data to a value of the feature in the second
normalized assay data; and calculating a second ratio of a
value of the feature in the second normalized assay data to a
value of the feature in the first normalized assay data; and
multiplying the first ratio by a reciprocal ofthe second ratio to
produce a product; identifying the feature as anomalous if the
product exceeds a threshold value.

[0038] The present invention provides an ultra-sensitive
signal generation and detection system for multiplexed
assays of analytes. The system enables simple and efficient
detection using Resonance Light Scattering (RLS) particles
and provides a signal generation and detection apparatus with
companion software to facilitate the measurement and analy-
sis of chemical, biological and biochemical interactions on a
variety of substrates, including glass and membrane microar-
rays and microwell plates. Certain embodiments are designed
for use with arrays, and are particularly advantageous for
microarrays, in view of the high feature density and large
amounts of data that can be potentially generated from even a
single microarray. The present invention also provides meth-
ods for performing assays by detecting assay signals, particu-
larly signals from microarrays, and for transforming the data
using a data normalization method of the present invention. In
preferred embodiments, the signals are any of the various
types of assay signals, including, for example, scattered light
signals, fluorescent signals, chemiluminescent signals, and
radiolabel signals.

[0039] A system, according to the present invention, can be
configured to carry out one or more of the following: scan a
sample of a given format and detect the scattered light inten-
sity at one or more locations within the sample; use edge
detection methods to identify particles within a sample by
segmenting an image into a number of regions; reconstruct a
two-dimensional image of one or more regions of the sample
from the detected light scattering signals at each of the detec-
tion points measured; collect images of one or more regions
of the sample; detect the particles with an imaging photode-
tector and provide digital images of one or more regions of the
sample by image processing methods; use image analysis
methods to detect and measure one or more properties of the
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particles in the sample; identify and classify imaged particles
based on one or more of the detected and measured proper-
ties, including grayscale or color based intensity values that
are related to size, shape, or some combination of these prop-
erties; determine the amount of light scattering particles in a
sample by counting the identified particles, summing the
individual pixel intensity values in all areas of the image
identified as particles, or by obtaining the sum of the mean or
average intensity value for each image area identified as a
particle, or some combination thereof.

[0040] Inparticular, use of metal particles, particularly par-
ticles made of silver or gold, permits high levels of sensitivity,
thereby permitting detection of very low quantities of par-
ticles per unit area. With the use of certain combinations of
particles and methods of illumination and detection, it is
possible to detect a wide range of particle densities from
about 0.001 to about 10° particles per square micron (%) ina
sample as a function of a particle size. By using appropriate
type(s) of particles, different types of analytes in the same
sample can be detected to very low levels and across very
wide concentration ranges, as occur for example, in microar-
rays.

[0041] Use of RLS particles also permits the quantitative
detection of single or multiple analytes in a sample and has
found particularly forceful application to microarray based
assay systems. The high sensitivity and ease of use of the
signal generation and detection system of RLS analyte detec-
tion means that one skilled in the art can by inexpensive
means, detect and measure one or more analytes in a sample
to extremely low concentrations without need of signal or
target analyte molecule amplification methods.

[0042] Furthermore, if a sample is to be analyzed for two or
more different analytes, different types of analytes exist at
different concentrations in the samples. In particular, when
using solid-phase related means such as array chips, some
analytes may be athigher or lower concentrations from two to
a few orders of magnitude more or less than other analytes in
the sample. The methods of the present invention can be used
to detect different analytes that are present at different con-
centrations in a sample by using different particle labels, each
with a different inherent sensitivity based upon its light scat-
tering power. For example, one could use a particle of greater
light scattering power to detect an analyte present at a lower
concentration and vice versa. This approach permits perform-
ing assays for analytes across a broad concentration range
within the same signal generation and detection system.
[0043] The appropriate measurements can be accom-
plished on a single apparatus by utilizing both particle count-
ing (at low particle densities) and integrated light intensity
measurements (at high densities) on the same sample. Even
wider detection ranges and greater sensitivities are possible if
more powerful light sources such as lasers are used, and if
more sophisticated detection methods such as confocal imag-
ing are added to basic illumination and detection methods.
[0044] A preferred embodiment of the system of the
present invention includes a signal generation and detection
apparatus, or scanner, a control and analysis system, and
companion software for controlling the scanner and for cap-
turing, processing and analyzing RLS images and other data.
The scanner preferably includes an illumination system hav-
ing a unique shutter and aperture assembly for delivering
precise patterns of light to a sample, a computer controlled
X-Y stage, and a detection system comprising a CCD camera.
The control and analysis system preferably comprises soft-
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ware instructions and algorithms for generating, capturing,
processing and analyzing RLS images. For example, the con-
trol system preferably incorporates a software toolkit com-
prising instructions and algorithms for analyzing multiplexed
assays of two or more colors, e.g., to allow separation and
analysis of detected light that has scattered from 80 nm gold
and 60 nm silver RLS labels. The multiplexing analysis soft-
ware is preferably incorporated within the system of the
present invention, and the multiplexing analysis is preferably
performed in real-time during a scanning or assay procedure.
[0045] The interface between biochemical and signal pro-
cessing is bridged by application of a light scattering detec-
tion and analysis instrument, as described herein.

[0046] In addition to system and apparatus, and methods
for using the same, the present invention provides data nor-
malization methods, particularly applicable to microarrays.
The present invention also provides analyzers, computers,
and data storage media with instructions implementing those
data normalization methods embedded therein. Thus, the
invention provides an analyzer for obtaining and processing
signal data from microarrays. The analyzer includes a signal
detector that detects signals from discrete areas of microar-
rays. The microarray data is derived from the signals detected
by the signal detector. In preferred embodiments, the detector
is configured for detecting and measuring scattered light from
RLS particles. The analyzer can be configured to analyze
microarray data derived from a number of alternative detec-
tion methods and using different types of labels, including but
not limited to: scattered light signals from RLS particles,
fluorescent signals, radiolabel signals, or chemiluminescent
signals. The analyzer also comprises a computer having
embedded therein a set of instructions to normalize microar-
ray data to a regression line with a predetermined slope and
y-intercept. The signals may be processed prior to such nor-
malization. Preferably, the signal data is recorded on a com-
puter readable data storage medium, and then the recorded
data is operated on by the set of instructions that performs the
normalization. The present normalization method transforms
the data to fit a predetermined linear regression line with a
particular slope and y-intercept. In preferred embodiments,
the regression line has a slope equal to one, and a y-intercept
equal to 0.

[0047] The results of the normalization method of the
present invention may be used to enable feature data cleans-
ing or identification. The end-effect is a net improvement for
studying regulation profiles that are used to determine the
degree to which a particular sample of genetic material is
expressed relative to another under specified experimental
conditions.

[0048] Accordingly, the invention provides a computer
readable medium having recorded therein a set of instructions
for performing a linear normalization method that transforms
signal data from one or more microarrays to a predetermined
linear regression line with a specific slope and y-intercept,
preferably a slope equal to one and a y-intercept equal to 0. In
preferred embodiments, the computer-readable medium is
random access memory, read only memory, magnetic disk,
magnetic tape, or optical disk. In preferred embodiments, the
device is part of, or is connected with, a computer suitable to
carry out the set of instructions on microarray assay data, e.g.,
scattered light, fluorescent, chemiluminescent, or radiolabel
assay data.

[0049] In yet another aspect, the invention also provides a
method for performing a microarray analyte assay utilizing
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the present normalization methods. The method involves
detecting signals from a plurality of sites on one or more
microarrays; transforming microarray data representing the
signals with a normalization procedure that fits the data to a
straight line of predetermined slope and y-intercept, thereby
providing transformed microarray data; and recording the
transformed microarray data in a data storage medium. Pref-
erably the straight line has a slope equal to one and a y-inter-
cept equal to zero.

[0050] Inpreferred embodiments, the method also involves
displaying the transformed microarray data in a visual format.
The display may, but need not, be a direct display of the data.
The display can, for example, be in the form of numerical
assay results, graphs, slide images, and/or biological or bio-
chemical correlations or assay interpretations. The display
format may be any of a variety of displays, including, for
example, print, computer monitor displays, projected images,
photographs, slides, and other hard copy images.

[0051] Inpreferred embodiments, the method also involves
correlating at least a part of the transformed data to a biologi-
cal assay result. That is, the transformed signal data is used to
provide assay results, such as gene expression level, analyte
level, sample source identity, and the like. Preferably a set of
instructions described herein is embedded in computer read-
able data storage media, but may also be implemented in
hardware, in whole or in part. Such computer readable data
storage media can be any of various types of media, including
without limitation, volatile or non-volatile random access
memory (RAM), read only memory (ROM), magnetic
recording devices, such as hard disks, floppy disks, and mag-
netic tape, and optical devices, including, for example,
WORM disks, CD-ROMs, and the like.

BRIEF DESCRIPTION OF THE DRAWINGS

[0052] These and other features, aspects, and advantages of
the present invention will become more readily apparent from
the following detailed description, which should be read in
conjunction with the accompanying drawings in which:
[0053] FIG.11isaschematic view ofa signal generation and
detection system for analyte assays according to the present
invention.

[0054] FIG. 2 is a top view of an exemplary scanner appa-
ratus of the signal generation and detection system of FIG. 1,
with the cover removed.

[0055] FIG. 3 is a cross-sectional schematic view of the
illumination system of the exemplary scanner apparatus of
FIG. 2.

[0056] FIG. 4 depicts a schematic view of various software
components according to the present invention (FIG. 4A).
FIG. 4B is a flowchart showing process steps for capturing
and analyzing microarray images using the system of the
present invention.

[0057] FIG. 5A shows a computer system of the present
invention for use in conjunction with a scanner apparatus, or
as part of a signal generation and detection system. FIG. 5B
shows a schematic representation of an alternative embodi-
ment of the system of the present invention, including a
scanner and an image capture workstation connected over a
network to multiple image processing workstations.

[0058] FIG. 6 is a representation of a mixed 2-color slide
image produced with the system of the present invention.
[0059] FIG. 7 is a representation of four images of the
2-color slide of FIG. 6, wherein each image was taken
through a different filter.
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[0060] FIG. 8 is a flowchart showing steps for selecting
filters to use during the multispectral linear mixing process of
FIGS. 19 and 21.

[0061] FIG.9is a graph showing energy spectra of gold and
silver particles normalized to photon energy per mole accord-
ing to step 654 of FIG. 8.

[0062] FIG. 10 shows graphs of the integral energy spectra
of FIG. 9 versus wavelength for a number of different band-
widths.

[0063] FIG. 11 is a graph showing the effect of bandwidth
on selectivity.

[0064] FIG. 12 is a graph showing the equal molar spectra
of FIG. 10 normalized to 1 nm bandwidth according to step
656 of FIG. 8.

[0065] FIG. 13 is a graph showing a difference spectra
derived from the silver and gold curves of FIG. 12 according
to step 658 of FIG. 8.

[0066] FIG. 14 is a graph showing the selection of filters in
the regions of maxima and minima of FIG. 19 according to
step 660 of FIG. 8.

[0067] FIG. 15 is a schematic representation of spots on a
microarray calibration slide according to the present inven-
tion.

[0068] FIG. 16 is representation of images captured using
selected filters according to step 662 of FIG. 8.

[0069] FIG. 17 shows a flowchart that describes the steps
between multi-spectral images and relative abundance
images.

[0070] FIG. 18 is a schematic diagram of the principle of
multispectral imaging using multiple filters according to the
present invention.

[0071] FIG. 19 is a schematic diagram showing the multi-
spectral linear unmixing module according to the present
invention.

[0072] FIG. 20 is a schematic drawing showing on-slide
and off-slide methods for applying reference spectra to a
mixture of particles.

[0073] FIG. 21 is a flowchart showing a process for unmix-
ing a multi-color slide to produce individual intensity images
for each color, or end-member.

[0074] FIG. 22 is a flow chart showing the integration of
multispectral linear unmixing into the software process flow
of the present invention.

[0075] FIG. 23 is a representation of individual intensity
images obtained by unmixing a multi-colored slide according
to the process of FIG. 12.

[0076] FIG. 24 shows an n-particle system whereby each
unmixed particle abundance value, on a pixel-by-pixel basis,
is used in a ratio relative to a control abundance.

[0077] FIG. 25 shows a flow chart with steps for producing
a linear transform normalization.

[0078] FIG. 26 shows the effect on data of applying the
linear transform normalization method.

[0079] FIG. 27 shows a slide layout.

[0080] FIG. 28 is a schematic representation of normaliza-
tion techniques utilized by the data analysis module of the
system of the present invention.

[0081] FIG. 29 shows comparisons of normalization strat-
egies for each Class, for the “Disordered” data set: FIG.
29A—slide 0; FIG. 29B—slide 1.

[0082] FIG. 30 shows data for different normalization strat-
egies for the “Disordered” data set. FIG. 30A shows expres-
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sionrange for each class per normalization strategy. F1IG. 30B
shows Fold Change for each Class per Normalization Strat-
egy.

[0083] FIG. 31 shows comparisons of normalization strat-
egies for each Class, for the “Ordered” data set: FIG. 31A—
slide 0; FIG. 31B—slide 1.

[0084] FIG. 32 shows data for different normalization strat-
egies for the “Ordered” data set. FIG. 32A shows expression
range for each class per normalization strategy. FIG. 32B
shows Fold Change for each Class per Normalization Strat-
egy.

[0085] FIG. 33 shows a comparison of no normalization to
inter-slide normalization.

[0086] FIG. 34 shows a comparison of no normalization to
inter-slide normalization.

[0087] FIG. 35 shows a comparison of linear normalization
applied to reciprocal control sets: FIG. 35A shows the nor-
malized relationships, and FIG. 35B shows the corresponding
bar chart.

[0088] FIG. 36 is an image of features selected in an
ArrayVision quantification analysis.

[0089] FIG. 37 shows plots, in panels A, B and C, of inten-
sity against wavelength for samples containing varying levels
of dust.

[0090] FIG. 38 shows Au concentration intensity spectra.
[0091] FIG. 39 shows before and after images (all screen
stretch values: 100-500).

[0092] FIG. 40 shows corrected light scattering spectra of
60 nm silver and 80 nm gold particles at 1.2x10'* M con-
centration in water.

[0093] FIG. 41 shows a plot of the extent to which the light
scattering spectrum of 60 nm silver particles overlaps the
light scattering spectrum of gold, and vice versa.

[0094] FIG. 42 shows scattered light intensity from mix-
tures of 80 nm gold and 60 nm silver particles.

[0095] FIG. 43 shows a graph of calculated percent silver or
gold particles in suspension as determined by applying mul-
tiplexed vs. actual percent of silver particles in suspension.
[0096] FIG. 44 shows a layout of software in integrated
Genicon separator.

[0097] FIG. 45 shows an integrated two color workflow.
[0098] FIG. 46 shows a layout for Genicon Separator
Framework.

[0099] FIG. 47 shows a workflow for two-color image cap-
ture.

[0100] FIG. 48, comprising FIGS. 48A-C, shows compo-

nents of Genicon Separator software.

[0101] FIG. 49 depicts a workflow for capturing a refer-
ence.
[0102] FIG. 50 depicts component software in an unmix
tool.
[0103] Other features and advantages of the invention will

be apparent from the following description of the preferred
embodiments, and from the claims.

DETAILED DESCRIPTION OF THE INVENTION

[0104] The structure and function of the preferred embodi-
ments of the apparatus and methods of the present invention
can best be understood by reference to the drawings. Where
the same reference designations appear in multiple locations
in the drawings, the numerals refer to the same or correspond-
ing structure in those locations. While the invention will be
described in conjunction with the preferred embodiments, it
will be understood that they are not intended to limit the
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invention to those embodiments. On the contrary, the inven-
tion is intended to cover alternatives, modifications, and
equivalents, which may be included within the invention as
defined by the appended claims.

Terminology

[0105] By “light” is meant ultraviolet, visible, near infra-
red, infrared, and microwave frequencies of electromagnetic
radiation.

[0106] By “metal-like” particles is meant any particle or
particle-like substance that is composed of metal, metal com-
pounds, metal oxides, inorganic semiconducting materials,
non-organic superconducting materials, or a particle that is
composed of a mixed composition containing at least 0.1% by
weight of metal, metal compound, metal oxide, semiconduc-
tor, or superconductor.

[0107] By “non-metal-like” particles is meant particles that
are not composed of metal, metal compounds, metal oxides,
semiconducting materials, or metal-containing supercon-
ducting materials, or mixed compositions that are not com-
posed of at least 0.1% by weight of metal, metal compound,
metal oxide, metal-containing superconductor, or inorganic
semiconductor material.

[0108] By “coated” particle is meant a particle that has on
its surface a layer of additional material referred to as a
coating. The coating chemically stabilizes the particle in dif-
ferent sample environments, and/or permits the particle to
bind specific analytes according to well-understood prin-
ciples of molecular recognition. The coating may also modify
the optical properties of the particle. Such coatings may com-
prise, for example, inorganic and/or organic compounds,
polymers, detergents, proteins, peptides, hormones, antibod-
ies, nucleic acids, oligonucleotides, RNA, enzymes, fluoro-
genic compounds, carbohydrates, receptors, and the like.
[0109] By “analyte” is meant material evaluated in an
assay. The analyte is typically just one of a complex mixture
of materials but is a specific material of interest to a
researcher, technician or other professional person. Such
material is preferably an organic substance and is preferably
detected indirectly through detection of a particle or label to
which it binds. If the analyte is detected through its interac-
tion with a particle, then the particle preferably has immobi-
lized thereon a compound that is potentially capable of bind-
ing with the analyte. In some embodiments, an interaction
between the analyte and another species is indirectly ana-
lyzed with a reporter species that specifically detects the
interaction. For example, binding between an immobilized
antigen and a first antibody (or visa versa) could be analyzed
with a labeled second antibody specific for the antigen-first
antibody complex. For applications involving hybridization
between polynucleotides, the presence of hybrids could be
detected by intercalating dyes, such as ethidium bromide,
which have a preference for double-stranded polynucle-
otides. In such situations, it is the reporter species that is
detected and correlated with presence of analyte.

[0110] An assay may be able to simultaneously detect the
presence of more than one analyte of interest in a sample. An
“assay” may also be able to identify multiple compounds
which interact with an analyte of interest, such as, for
example, to identify a peptide or other compound which binds
an antibody, enzyme or other receptor of interest. When the
immobilized compounds on particles are polynucleotides, the
assays are particularly advantageous for use in hybridization-
based applications such as sequencing. Furthermore, arrays
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suitable for use with the present invention are not limited to
applications in which an immobilized compound and analyte
bind another. The arrays can also be used to screen for and
identify compounds which catalyze chemical reactions, such
as antibodies capable of catalyzing certain chemistries, and to
screen for and identify compounds which give rise to detect-
able biological signals, such as compounds which bind to a
receptor of interest. The only requirement is that the interac-
tion between the immobilized compound and an analyte give
rise to a spatially-addressable detectable signal. Thus, the
presentinvention is useful in any applications that take advan-
tage of arrays or libraries of immobilized compounds, such as
the myriad solid-phase combinatorial library assay method-
ologies described in the art.

[0111] Inthecontext of analyte assay labels and the present
methods, the term “light emitting particles” refers to particles
that give off light under the conditions of the assay. It does not
mean that the light needs to be generated by the particle. The
light may, for example, appear to be emitted due to scattering
of incident light by the particle, or by a fluorescent mecha-
nism. Thus, emitted light may originate by a fluorescent or
phosphorescent mechanism wherein incident light is
absorbed by a molecule—often referred to as a label or tag—
thereby exciting the molecule to an excited state such as an
excited electronic, or vibrational state. The excited molecule
emits light of a lower frequency than that absorbed, when it
decays back to its ground state via one or more intermediate
states. Alternatively, emitted light may arise from a chemilu-
minescent mechanism wherein, upon reaction, two or more
chemical entities combine to produce a third chemical entity
and to emit light. In another embodiment, light may be emit-
ted via an electroluminescent mechanism, wherein electrons
passing through a sample change from one energy level to a
lower energy level, accompanied by emission of light. In yet
another embodiment, emitted light may be scintillation light
emitted from, for example, a substance when a radioactive
emission from an isotopic label interacts with it. Radioactive
decay may comprise any one or more of a-particle (helium
nucleus), P-particle (electron), or y-ray. In a preferred
embodiment of the present invention, emitted light is light
scattered by a type of nanoparticles referred to herein as light
scattering particles. In such an embodiment, incident light
which may be polychromatic or monochromatic, is reflected
by the particles in all directions and is detected. The mecha-
nism that gives rise to the reflection is described elsewhere,
see for example, U.S. Pat. No. 6,214,560, but involves an
interaction between the E-field vector of the electromagnetic
radiation and the electron clouds of the atoms in the particle.
It is, of course, understood that other luminescent mecha-
nisms not described herein by which a molecule, label, tag, or
particle may emit detectable light are compatible with the
methods of the present invention.

[0112] Likewise, the term “light scattering particles” refers
to particles whose characteristics such as size, shape and
composition are such that they scatter light of visible wave-
lengths sufficiently strongly to be useful as labels in analyte
assays. For example, such particles include metal or metal-
like materials as described herein. It is recognized that virtu-
ally all particles within a particular size range will scatter light
to some extent.

[0113] Asused herein, the term “array” refers to a plurality
of'sites in or on a single physical medium (also referred to as
sample format or assay format), e.g., a slide, chip, or mem-
brane. Preferably the sample format is a solid phase material
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with a substantially flat sample-bearing or sample-binding
surface. Preferably, an array includes at least 50 separate
sites. In alternate embodiments, an array can include 6, 8, 10,
from about 20 to about 100, from about 100 to about 200,
from about 200 to about 400, from about 400 to about 800,
from about 800 to about 1,000, from about 1,000 to about
5,000, or from about 5,000 to about 10,000 separate sites
wherein it is understood that the exact number of separate
sites is not limited to the exact numbers presented herein, but
will depend on peculiarities of array geometry and manufac-
ture.

[0114] The term “assay format™ refers to the physical
medium or physical layout of the assay component in, or on
which, label is detected and/or from which label is released
for detection. The assay format may also be referred to as
“sample format”. Different assay formats include, for
example, slide, chip, membrane, microtiter plate such as a
96-well plate, flow cell, cuvette, and gel (e.g., polyacrylamide
or agarose gel) formats. The particles used in conjunction
with the present invention are compatible with both solution
and solid phase assays. In solution, the particles form a very
fine suspension.

[0115] In connection with methods for extending dynamic
range, the term “addressable sites™ refers to physically dis-
tinguishable locations in a single assay. Typically, the loca-
tions correspond to different sampling and/or different ana-
lytes. Also, typically, the different addressable sites will have
aphysical separation between sites, e.g., a portion ofa plate or
chip to which analyte does not bind. Non-limiting examples
of such addressable sites include array (such as microarray)
spots, microtiter wells, spots or bands in a gel, and spots on a
membrane or filter, as well as distinguishable cellular com-
ponents or types of cell in a tissue section.

[0116] The terms “spots” and “features” are also used to
refer to sites. In connection with multiple site assay formats,
the term “spot” will be used to refer to a site (i.e., a spot) onan
array. Often the term “feature” will be used in this manner, but
can also be used to refer to other formats.

[0117] The term “image” may be used to refer to a mea-
surement of light intensity taken over an entire microarray, a
single spot, or a number of spots. An image comprises a
number of pixels. A pixel is geographically restricted and is
the smallest part of an image for which an independent
interisity measurement may be obtained. Depending upon the
magnification employed, the signal measured for a single
pixel may comprise contributions from more than one RLS
particle, or more than one pixel may contain a signal contri-
bution from a single particle.

[0118] A “region of interest”, as used herein, is typically a
part of an array that comprises a number of spots. It may, in
some circumstances, such as high levels of magnification,
refer to a single spot.

[0119] As used herein, the terms “integrated intensity”,
“integrated light”, “integrated signal” and like terms refer to
the light collected from a region of interest for a period of
time. Thus, the amount of light collected will depend on the
collection period, the average light intensity over that period,
and the collection efficiency of the collector or sensor.
[0120] The term “sample” generally refers to a biological
sample in which the presence of some analyte is detected.
Often a sample may comprise body fluids such as blood,
serum and sputum, as well as cell extracts. It is to be under-
stood that methods of the present invention are not limited to
particular categories or classifications of sample, so that a
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sample may comprise biological fluids from animals other
than humans, as well as plants, and other sources not origi-
nating in an organism, living or dead.

Units

[0121] Certain of the following abbreviations are used
herein for units of measurement:

g—gram;

cm—centimeter (=107 m);

mm—millimeter (=10~> m);

p—micron or micrometer (=107° m); um is also used;
nm—nanometer (=10~° m);

ul microliter (=107° liter);

M—DMolarity (moles per liter).
Symbols and Notation

[0122] Certain of the following abbreviations are used
herein for physical quantities:

C—Molar Concentration (in M);

X—Optical Path Length (cm);

E or e—Molar Decadic Extinction Coefficient (M~ cm™);
I,—Incident Light Intensity (Photons per second);
I—Fluorescence Intensity (Photons per second);

I—Photons per second which exit a solution after passing
through a solution thickness X;

I,—Scattering Intensity (Photons/second);
C,..—Scattering Cross Section (cm?);

[0123] a—Radius of a Particle;

N—Particle Concentration (particles/cm?);

[0124] t—Turbidity of Suspension;

A, —Incident Light Wavelength (nm);

e,—Dielectric constant of medium;

[0125] Before describing the particular apparatus and
methods of the present invention, it is beneficial to describe
some of the considerations, materials, and methods for RLS-
based assays.

Analyte Detection Apparatus

[0126] The apparatus and methods of the present invention
are advantageously applied to methods for the detection and
measurement of one or more analytes in a sample, especially
to analyte detection and/or quantitation methods based on the
use of types of particles of specific composition, size, and
shape (RLS particles), and the detection and/or measurement
of one or more light scattering properties of the particles.
Certain embodiments are designed for use with arrays, and
are particularly advantageous for microarrays, in view of the
high feature density and large amounts of data potentially
generated from even a single microarray.

[0127] In typical assays, one or more types of metal-like
particles are detected in a sample by measuring their color
under white light or similar broad band illumination with
illumination and detection methods as described herein or in
U.S. provisional application Ser. Nos. 60/317,543 and
60/376,049. For example, roughly spherical particles of gold
(which may be coated with binding agent, bound to analyte,
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released into solution or bound to asolid-phase) 0f40, 60, and
80 nm diameters, and a particle of silver of about 30 nm
diameter, can easily be detected and quantified in a sample by
identifying each particle type by measuring the unique color
and/or the intensity of their respective scattered light. This
can be carried out on a solid phase such as a microtiter well or
microarray chip, or in solution. The measurement in solution
can be somewhat more involved, because the particles are not
spatially resolved as in the solid-phase format. For example,
one can detect the different types of particles in solution by
flowing the solution past a series of detectors each of which is
set to measure a different wavelength or color region of the
spectrum and its respective intensity. Alternatively, a series of
different wavelengths of illumination and/or detection can be
used with or without the flow system to detect the different
particle types.

[0128] For solid-phase analytical applications, a very wide
range of concentrations of metal-like particles is detectable
by switching from particle counting to integrated light inten-
sity measurements, depending on the concentration of par-
ticles as discussed hereinbelow. The particles can be detected
from very low to very high particle densities per unit area.

[0129] In other assay applications, the particles which are
bound to a solid substrate such as a bead, solid surface such as
the bottom of a well, or other comparable apparatus, can be
released into solution by adjusting the pH, ionic strength, or
other liquid property. Higher refractive index liquids can be
added to increase the light scattering signal and/or to reduce
the intensity of background signal, and the particle light scat-
tering properties are measured in solution. Similarly, particles
in solution can be concentrated by various means into a small
volume or area prior to measuring the light scattering prop-
erties. Again, higher refractive index liquids can be added
prior to the measurement.

[0130] Preferably the methods of the present invention are
used in conjunction with a RLS signal generation and detec-
tion system 10, as depicted in FIG. 1. Such a system generally
comprises a control and analysis system 20, a signal genera-
tion and detection apparatus (also referred to as a “scanner”)
100, and companion software for capturing, processing and
analyzing RLS images and other data. Control and analysis
system 20 generally includes at least one computing device
30 and a user interface 40, which in turn comprises a display
50 and a user interface comprising one or more user input
devices such as a keyboard 60, mouse 70 and/or other devices
for inputting information or commands. In an exemplary
embodiment, computing device 30 is a computer system hav-
ing a central processing unit (CPU), such as e.g., a1 GHz or
faster Intel “Pentium” processor, volatile memory, non-vola-
tile memory, a removable media drive (such as a CD-RW
drive), and an interface bus for communicating with the user
interface and the scanning apparatus. One of ordinary skill in
the art will appreciate that control and analysis system 20 may
be any computer or other processor-based system with suffi-
cient resources to store and implement software instructions
and algorithms to control signal generation and detection
apparatus 100 and to capture, process, and analyze RLS
images.

[0131] Additional description and details of an exemplary
system according to the present invention are included in the
user manual for the Genicon Sciences Corporation GSD 501
system, entitled “GSD-501 System: Resonance Light Scat-
tering Signal Generation and Detection, Version X2.0” and
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which is available at www.geniconsciences.com, the text and
accompanying illustrations of which are incorporated herein
by reference in their entirety.

[0132] Referring to FIG. 2, a representative signal genera-
tion and detection apparatus 100 for use in conjunction with
the present invention comprises an illumination system 210, a
multiformat sample holder 230 (including an X-stage 232,
and a Y-stage 234 together referred to as a XY-stage), a
detection system 236, and control electronics 250. Apparatus
100 also preferably includes one or more communications
ports, such as an RS232 port and a data port, for communi-
cation between control electronics 150 and control and analy-
sis system 20. Scanner apparatus 100 is configured so that the
sample device holder 230 holds and positions the sample
device or substrate, in which the sample preferably contains
one or more analytes and RLS particles; illumination system
210 provides light to a sample in the sample device, and the
detection system 236 detects light scattered from any light
scattering particles associated with the sample. Additionally
the apparatus may use specially designed sample chambers
and/or use antireflective coatings on optical components and
sample chambers for optimizing any of the activities
described herein.

[0133] Exemplary illumination system 210 includes a light
source 212 shown as an illuminator bulb, a collimating, or
focusing, lens 214, a filter wheel 216, a shutter/aperture
assembly 218, an illumination imaging lens 220, and an illu-
mination mirror 222. Illumination system 210 responds to
commands from control and analysis system 20 and/or addi-
tional control electronics 250 to illuminate a discrete area of
a slide or other sample substrate held in sample holder 230,
such that RLS particles in the illuminated area may be
detected by detection system 236. The fixed illumination and
detection area set in an environment that is preferably dust-
free and which is preferably set up to restrict the presence of
stray light from sources external to the apparatus, The slides
are moved over the fixed illumination and detection area by
the high-precision XY stage comprising X-stage 232 and
Y-stage 234, to capture individual images at precise locations
on the sample. The captured images are combined, or
stitched, for example in a mosaic fashion, to create an image
of the entire slide by control and analysis system 20.

[0134] FIG. 3 illustrates the basic operation of illumination
system 210 according to a preferred embodiment, the GSD-
501 System available from Genicon Sciences Corporation,
San Diego, which is suitable for use in conjunction with the
present invention. White light from light source 212 passes
through focusing lens 214 to form a cone 310 of light.
Depending upon the particular application, cone 310 option-
ally passes through an infrared cutoff filter 320 and/or an
optical band pass filter 217 before passing through an aper-
ture in shutter/aperture assembly 218. Imaging lens set 220
then focuses the light onto illumination mirror 222 or other
light-guiding system, which directs the focused light to illu-
minate the sample. Capture software described hereinbelow
automatically controls illumination system 210 to precisely
deliver a specific light pattern to a particular area of the
sample for a desired exposure duration.

[0135] As disclosed in U.S. provisional patent application
Ser. No. 60/376,049, filed Apr. 24, 2002, a number of suitable
light sources 212 are conveniently utilized in conjunction
with the present invention, depending on the desired incident
wavelength range. Examples include a 10 W metal halide arc
lamp, a laser, or a low power light source such as a filament
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bulb or a light emitting diode (LED). In particular, the light
generated from light source 212 can be polychromatic or
monochromatic, steady-state or pulsed, polarized on unpo-
larized, and can be coherent. When monochromatic laser light
is used, it is preferably used in conjunction with a dark-field
illumination system. In this case the light is preferably not
evanescent light, as described by Stimpson et al., Proc. Natl.
Acad. Sci. USA, 92:6379-6383, (1995). Furthermore, several
colored LED’s can be combined at different intensities to
create a “tunable” light source to provide illumination of one
or more specific wavelengths. Alternatively, light may be
delivered using a fiber-optic apparatus or a liquid light guide.
In any relative orientation in a darkfield configuration, the
sample can be illuminated by either “epi-" or “trans-” means.
As is understood by one of ordinary skill in the art, “epi”
illumination means that the incident light and detection sys-
tem are both on the same side of the sample; in contrast,
“trans” illumination means that the incident light and detec-
tion system are on opposite sides of sample. Trans and epi-
illumination means are further described in U.S. Pat. No.
6,214,560, and examples contained therein, incorporated
herein by reference.

[0136] In various analyzers, the source of light in general
need only be directed such that it allows scattered light from
the particles to be detected. The illumination is introduced to
the sample in a suitable manner such as at a controlled angle
of incidence, to avoid incident light from entering into the
detection optics, or from the sample surface, or from any
other reflective surface after the sample. Spatial filtering
using either kernel matrix filtering or confocal optics can be
used to ensure reduction of non-specific light scatter, as
would be understood by one of ordinary skill in the art. Such
filtering can be supplemented by other instrumental compo-
nents and sample chambers that reduce stray light.

[0137] The light is preferably directed at a sample which
contains the particles, at an angle such that the light itself will
not be observed by the detector-unless it is scattered by the
particles. Preferably, the method and apparatus differs from
that of Swope, et al., U.S. Pat. No. 5,350,697, in that such
scatter can be observed by eye within the critical angle, pref-
erably within the angle of illumination. It can, however, also
be detected at greater than the critical angle and outside of the
intensity envelope of the forward direction of scattered light.
When used with an imaging apparatus, e.g., a microscope, the
present method preferably uses a detector perpendicular to
the plane of the sample. However, various aspects of the
present invention, including, for example, multi-format
sample holders, annular light rings, tunable light sources,
multi-magnification lenses, shaped apertures, immersion
chambers, and analysis software, can be used in other appa-
ratus designs, e.g., analyzers as described in Swope et al.,
U.S. Pat. No. 5,350,697.

[0138] A description of suitable shutter/aperture assem-
blies 218 for the delivery of several precisely defined patterns
of illumination to the sample surface while controlling the
length of duration of exposure can be found in U.S. provi-
sional patent application Ser. No. 60/376,049, filed Apr. 24,
2002. Preferably, assembly 218 ensures that an even illumi-
nation of the sample at short exposures is attained.

[0139] In preferred embodiments, scattered light signals
are detected from two or more different wavelengths, either
from the same light source or from two or more different light
sources that illuminate the sample. In preferred embodi-
ments, the different wavelengths are peak wavelengths that
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correspond to a maximum in a band of wavelengths in a
spectral profile. In general, the selection of wavelengths and
bandwidths depends upon the relative light scattering spectral
profiles of the particles in the system. The different wave-
lengths are preferably provided by a filtering technique, as
described in U.S. provisional patent application Ser. No.
60/376,049, filed Apr. 24, 2002. In one embodiment, the light
is passed through illumination filter wheel 216 of FIG. 2.
Alternatively, optical filtering can be performed on the detec-
tion side, for example by detection filter wheel 244 of F1G. 2.
For imaging samples having two different types of RLS par-
ticles, for example, two or more filters may be used to deter-
mine the relative contributions of each particle type, as
described hereinbelow.

[0140] Detection system 236 of FIG. 2, preferably includes
a camera, detection optics, and optionally a detection filter
wheel 244, and as described in U.S. provisional patent appli-
cation Ser. No. 60/376,049, filed Apr. 24, 2002, is preferably
computer controlled. Additionally, the detection system can
include a photodetector selected from: photodiode, photo-
multiplier tube, photodiode array, charge coupled device,
complementary metal oxide semiconductor (CMOS), and a
charge induction device. When image capture is accom-
plished through the use of a scientific grade CCD (charge-
coupled device) camera 240 communicating with control
electronics 250 and computing device 30, optical resolution is
preferably at least 5 um. CCD camera 240 can be any digital
camera that utilizes a CCD for image capture. Accordingly,
multiple tiles across the slide are imaged and then “stitched”
together using image processing software on computing
device 30. In one embodiment, in order to perform this stitch-
ing, the sample is moved in precise increments in X and Y, a
movement which is preferably accomplished by a precision
computer controlled XY stage with an accuracy and repeat-
ability of less than 3 um. Calibration of the movement of the
XY stage, and the magnification of the optical system can be
accomplished through the use of a specially designed photo
lithographed calibration slide with features to aid in analyz-
ing the distance between stitched panels and the orientation of
the CCD to the stage. This slide is preferably used in con-
junction with automated software, for example, embedded in
computing device 30, to tune the stage positioning without
requiring the intervention of an operator.

[0141] Detection optics 242 can include a fixed magnifica-
tion lens, preferably a 2x or 4x lens, but any magnification
between 0.5 to 500 times would be suitable, or a multi-
position computer controlled zoom lens, allowing the opera-
tor to choose the magnification required for the experiment.
The various merits of the respective lens systems are
described in U.S. provisional patent application Ser. No.
60/376,049, filed Apr. 24, 2002. Ideally, the fewer separate
images are to be recorded, the faster is the overall time to scan
a sample. An exemplary system is fitted with two fixed zoom
settings at 2x and 4x, but an infinite level of zoom can be
provided with computer control and encoder feedback. Ulti-
mately, the magnification could be as great as 40 or 60x,
allowing individual particle counting to be performed on
individual spots, and thereby increasing the dynamic range of
the system. Additionally, the apparatus may include at least a
10x objective; components for carrying out video contrast
enhancement; fiber optic illumination and/or detection light
path. The apparatus can be configured to use bright-field,
laser confocal scanning, reflection contrast, or differential
interference contrast microscopy detection.
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[0142] The accuracy with which scattered light can be
quantified, and the resolvability of discrete individual or
populations of light scattering particles in a sample, by image
analysis methods are dependent upon the spatial resolution,
spectral resolution, segmentation and image processing algo-
rithm criteria selected and the properties of the photodetector.
and the properties of the photodetector. One such photode-
tector is a CCD camera made of individual pixels, each of
which can sense the amount of light radiating from the sample
at a given position. For example, in an image collected with a
monochrome photodetector and an 8-bit digitizer, there are
256 gray levels that can be associated with the detected inten-
sity signal at each pixel location of the photodetector. Using a
single or multiple chip color photodetector, the red, green,
and blue wavelengths (i.e., the RGB components) of the
detected radiated light can be measured. One of skill in the art
can use higher spatial intensity CCD camera resolution
including greater resolution optical digitizers to improve the
resolution of the collected image. Preferably, most of the light
scattering particles appear as bright point sources oflight of a
given color in the spectrum.

[0143] Inapreferred embodiment, scanner 100 is also fitted
with a second filter wheel 244 on the emission side between
detection optics 242 and camera 240. This second filter wheel
allows the system to measure fluorescence in addition to RLS
particles for the purpose of establishing controls, or for other
applications. Such a feature is useful if the sample contains
fluorescent labels as well as or instead of RLS particles. The
excitation and emission filter wheels can be independent units
or can be combined into one larger wheel which has opposing
emission and detection filters positioned in the path of illu-
mination and detection.

[0144] As described in U.S. provisional patent application
Ser. No. 60/376,049, filed Apr. 24, 2002 (see FIGS. 5A and
5B and accompanying text), sample holder 230 is preferably
a multiformat sample holder that is capable holding different
types of sample devices. The analyte may be present in solu-
tion or solid-phase. In a preferred embodiment, scanner appa-
ratus 100 is particularly applicable to DNA and protein
microarrays spotted on 1"x3" glass or plastic microscope
slides, patterned in 96-well microtiter plates, or spotted on
immobilized membranes. Additionally, microtiter plates with
microarrays spotted in each well are compatible with the
present invention. Sample holder 230 is preferably fitted with
a sample tray (not shown) that is designed as a removable
insert, and which can accommodate different holders for each
of'the three substrates listed hereinabove. For example, a slide
holder is designed to accommodate up to four 1'X3" slides at
a time. A microtiter plate holder may accommodate one or
more microtiter plates, such as 96 or 384-well clear bottom
microtiter plates. In other embodiments, sample holder 230
accommodates a number of membrane carrier plates (not
shown) providing an appropriate area to fit within the holder
230. Thus, for example, the membrane holder may be dimen-
sioned to accommodate 1, 2, 4, 6, or 8 membrane carriers, as
well as other numbers of carriers. One of ordinary skill in the
art will appreciate that multiformat sample holder 230 may be
configured to hold any other number, type, or size of samples
or sample substrates. Alternative sample containers or sub-
strates include test tubes, capillary tubes, flow cells, micro-
channel devices, cuvettes, dipsticks, or other containers for
holding liquid or solid phase samples.

[0145] Those of ordinary skill in the art will recognize that
the methods and apparatus described herein have broad util-

enabling INNOVATION

Jun. 12, 2008

ity. They can be applied in one form or another to most
situations where it is desirable to use a signal generation and
detection system as part of an assay system to quantify and/or
detect the presence or absence of an analyte. Such analytes
include industrial and pharmaceutical compounds of all
types, proteins, peptides, hormones, nucleic acids, lipids, and
carbohydrates, as well as biological cells and organisms of all
kinds. One or another mode of practice of this invention can
be adapted to most assay formats which are commonly used
in diagnostic assays of all kinds. For example, these include
heterogeneous and homogeneous assay formats which are of
the sandwich type, aggregation type, indirect or direct, and
the like. Sample types can be liquid-phase, solid-phase, or
mixed phase.

[0146] The high sensitivity and ease of use of the signal
generation and detection system of the present invention
means that one skilled in the art can, by inexpensive means,
detect and measure one or more analytes in a sample to
extremely low concentrations without need of signal (label)
or target analyte molecule amplification methods.

[0147] The high optical resolvability of two or more differ-
ent particle types in the present invention means that very
simple multi-analyte detection (i.e., two or more different
analytes) in a sample is possible without the need for complex
apparatus).

Instrument Calibration/Normalization

[0148] The present invention uses a unique method to nor-
malize images which facilitates the comparison of images
between instruments, and which also compensates for drift in
the illumination or detection optics. Such methods usually
employ a photodetector placed in the illumination path. It is
common for instruments of the type used in conjunction with
the present invention to have sensors built into the illumina-
tion path which either control the output from the illumina-
tion source in the manner of a closed loop, by altering the
voltage or current to the illuminator, or which measure light
output and apply a factor to the data from a direct measure-
ment of the output. The method of image normalization pre-
sented herein represents an advantage of the use RLS par-
ticles because such particles exhibit stability over time, in
comparison to other types of labels such as chemilumines-
cent, isotopic, fluorogenic (i.e., giving off fluorescent light),
and fluorescent labels.

[0149] A preferred method that has been developed for a
scanner used in conjunction with the present invention takes
the entire optical path into consideration by making intensity
measurements with the CCD camera itself. To obtain the
measurements, a light scattering surface in the same image
plane as a sample is moved into view by the XY-stage. The
light scattering chip is mounted to the underside of the XY-
stage at an extreme position of movement, out of the way of
the sample holder. An image at a fixed exposure is taken, and
the median pixel value is recorded. This median value is
compared to a standard value taken from a calibration slide
during the factory setup, and stored in non-volatile RAM
(“NVRAM”) in the instrument electronics. A new normaliza-
tion factor is then calculated and stored in NVRAM. Each
captured image tile is then multiplied by this factor before
being stitched into the final composite image.

[0150] Inan alternative embodiment, software would auto-
matically modify the exposure time input by the user with the
correction factor determined from the normalization test.
This corrected exposure will generate an image with a nor-
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malized intensity that could be compared across instruments
with different lamp intensities.

[0151] As anillustration, an operator would enter an expo-
sure time of 1.0 second on two separate instruments, one with
a relative lamp intensity of 70%, and the second with an
intensity of 130%. Using the first approach, the images from
the first instrument would be multiplied by a correction factor
of 1.86 to be comparable to images from the second instru-
ment which has the brighter illumination. In order to be able
to multiply the image by the 1.86 correction factor and not
“clip” the brightest pixels above the maximum value (64,536
counts for 16-bit images), the starting image must not have
any intensities above 34,696 counts. Limiting the intensity on
the first instrument because of the correction factor would
lower the signal to noise performance of the first system,
although the signal to noise on the second instrument would
remain unchanged.

[0152] Using the second approach, the user inputs a 1.0-
second exposure time into the software. The software would
correct the exposure time for the first instrument by multiply-
ing the exposure time by the 1.86 correction factor. The expo-
sure time of the second instrument would not be modified in
this approach. The resulting images would be roughly the
same intensity for each instrument, and both would be using
the full dynamic range available. More typically, a nominal
value would be chosen around the mean of a number of
instruments, and all the exposure times would be normalized
to that value. The calibration slide used during factory setup
as well as the light scattering chip and normalization program
can further be used as a baseline value for the normalization,
allowing comparisons of images between different instru-
ments. The calibration routine is performed each time the
instrument is switched on, and preferably about every 2 hours
thereafter during uninterrupted operation.

System Software

[0153] Control and analysis system 20 of the present inven-
tion incorporates sets of software instructions and algorithms
for controlling scanner apparatus 100, and for capturing, pro-
cessing, and analyzing RLS images. As would be appreciated
by one of skill in the art, such software, instructions and
algorithms typically comprise one or more functions, subrou-
tines, procedures and modules, and may be written in one or
more of a number of computing languages, both compiled
and uncompiled. It is within the scope of the software of the
present invention that different functions, procedures, sub-
routines or modules may be written in different languages
according to the developer’s preference and convenience.
Suitable programming languages include, but are not limited
to: FORTRAN (including FORTRAN77 and FORTRAN90);
BASIC; C; C++; VisualBasic; Perl; Java; COBOL; Python;
Tcl/Tk; Ada; and scripting languages such as are available in
a UNIX shell or similar operating system environment.

[0154] The methods of the present invention are preferably
carried out on a computing device 30. In most cases, the sets
of instructions are embedded in computer readable data stor-
age media, but may also be implemented in hardware or
firmware, in whole or in part.

[0155] Control and analysis system 20 comprises a com-
puting device 30; a user interface 104 which may comprise a
keyboard, mouse and/or touch-screen display; optionally, a
network or other communication interface 134 for commu-
nicating with other computers as well as other devices; and
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one or more communication busses 106 for interconnecting
the CPU(s) 102 to at least the memory 108, user interface 104,
and network interface 134.

[0156] Computing device 30 may be a high performance
machine such as a desktop workstation or a personal com-
puter, or may be a portable computer such as a laptop or
notebook or a personal digital assistant, or may also be a
distributed computing array or a cluster of networked com-
puters.

[0157] Computing device 30 comprises: one or more data
processing units (CPU’s) 102; and memory 108, which will
typically include both high speed random access memory as
well as non-volatile memory (such as one or more magnetic
disk drives).

[0158] Control and analysis system 20 is preferably con-
nected directly to scanner 100 so that RLS scattering images
and data can be downloaded directly to memory 108. In less
preferred embodiments, data from scanner 100 is transferred
to computing device 30 via a portable storage medium such as
a floppy disc, diskette, zip-disk, CD-ROM or flash-card.
Scanner 100 is preferably configured for gathering micro-
array data as used in gene expression analysis. Scanner 100
may be located on a bench-top or may be portable equipment
for use in the field, or by mobile personnel in a laboratory
environment.

[0159] Control and analysis system 20 may also access data
stored in a remote database 136 via network interface 134.
Remote database 134 may be distributed across one or more
other computers, discs, file-systems or networks. System 20
is also optionally connected to an output device 150 such asa
printer, or a device for writing to other media including, but
not limited to, CD-R, CD-RW, compact flash-card, smart-
media, memory-stick, floppy disk, “Zip”-disk, magnetic tape,
or optical media.

[0160] The computer system’s memory 108 stores instruc-
tions, procedures, and data, typically including: an operating
system 110 for providing basic system services; a file system
112 for cataloging and organizing files and data; one or more
application programs 114, such as user level tools for statis-
tical analysis 118 and sorting 120. Statistical analysis tools
118 include, but are not limited to, tools for carrying out
methods of normalization, regression, and sampling.

[0161] Operating system 110 may be any of the following:
a UNIX-based system such as Ultrix, Irix, Solaris or Aix; a
Linux system; a Windows-based system such as Windows
3.1, Windows NT, Windows 95, Windows 98, Windows ME,
or Windows XP or any variant thereof; or a Macintosh oper-
ating system such as MacOS 8.x, MacOS 9.x or MacOS X; or
a VMS-based system; or any comparable operating system.
[0162] Application programs 114 also preferably include a
software suite 116 for analyzing and processing RLS data
from scanner 100. Software suite 116 preferably comprises a
number of modules, wherein a module is a function, subrou-
tine, procedure, or a collection thereof that together, is able to
carry out a task or set of tasks when in receipt of appropriate
instructions. Software suite 116 preferably comprises soft-
ware modules that are separately categorized as instrument
software 118 and microarray analysis software 120.

[0163] Referring to FIGS. 4A and 4B, and FIG. 5, the
system 10 includes control and analysis system 20 and further
includes a software suite 114, comprising instrument soft-
ware 400 and microarray analysis software 126. Computing
device 30 preferably comprises at least CPU 102 and memory
108. System 10 preferably includes a scanner control module
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410 that controls the illumination of samples and the genera-
tion of raw images. Module 410 may be stored in memory 404
on Scanner 100, or in memory 108 on control and analysis
system 20. Raw images are preferably passed to an image
capture module 420, such as preferably Genicon Sciences
Corporation ICS-501 software or alternatively Maxlm,
(available from Diffraction Limited, Ottawa, Ontario,
Canada) which captures, processes and stores the image files
430, either directly into memory 404 on scanner 100, or on
memory 108 of computing device 30. Microarray analysis
software, preferably stored in memory 108 on computing
device 30 comprises an image quantification module 440,
such as ArrayVision (available from Imaging Research, Inc.,
St. Catharine’s, Ontario, Canada), to analyze the stored
images, thereby producing one or more data files 450. Each of
these various software modules is described in more detail
hereinbelow.

[0164] The various steps of data collection and software
analysis are described in FIG. 4B. First, samples, such as
microarray slides, are loaded into scanner 100, step 460.
During the operation of the scanner, images are captured, step
462. Images are processed and stored, step 464, prior to
analysis and presentation of data to a user. Image quantifica-
tion, step 466, includes one or more steps such as: standard-
ization of images, for example, conversion to a standardized
image format, e.g., TIFF, J-PEG, GIF, .bmp, or equivalent;
carrying out one or both of particle-counting and integrated
light intensity measurements; and correlating measurements
of light intensity with analyte concentration. Data analysis,
step 468, entails such processes as comparison of images with
one another, employing a method such as a linear normaliza-
tion method.

[0165] While the software is described herein as being
stored in memory 108 on computing device 30, one skilled in
the art will appreciate that any portion of the instructions and
algorithms described herein may be stored and implemented
in another computer or in memory 150 in scanner 100. In
general, computer readable data storage media compatible
with the present invention can be any of various types of
media, including but not limited to: volatile or non-volatile
random access memory (RAM); read only memory (ROM);
magnetic recording devices such as hard disks, floppy disks,
and magnetic tape; and optical devices, including, for
example, WORM disks, CD-ROMs, and the like.

Scanner Control Software

[0166] In an exemplary instrument, the scanner control
software 410 controls all the functions of the scanning appa-
ratus including the stage, camera, filters, image correction
and instrument setup and maintenance routines. However, it
is apparent that one or more of these functions could be
carried out manually, or with partial manual control and/or
evaluation. Persons of ordinary skill in the art familiar with
automated instrumentation are familiar with such software
and associated routines, and can readily select or write suit-
able software or component routines to suit a particular
instrument design.

[0167] The scanner control software 410 also preferably
includes software routines and a graphical user interface for
general scanner operation, including turning on the scanner,
loading samples, setting-up a scan procedure, and other soft-
ware routines (e.g., for capture, processing and analysis of
images). The scanner control software also preferably can
operate in a number of modes, such as a “maintenance mode”,
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a manual mode, and an automated or supervisory mode.
Exemplary scanner control software is the ICS-501 software,
available from Genicon Sciences Corporation, San Diego,
Calif.

[0168] In particular the scanner control software 410 pref-
erably includes routines and algorithms for calibrating and/or
correcting images, such as bias frame correction, flatfield
correction, dark count compensation, and instrument normal-
ization.

[0169] A bias frame correction routine is used to compen-
sate for output variability in each pixel, thereby setting all
pixels to a specified level. A need for this arises where the
background is not uniform across all pixels. Several zero
second exposures are taken, i.e., by recording the signal with-
out opening the shutter, and the average image stored in a
secure location. This image represents the raw pixel values as
read through the analog to digital electronics analysis
sequence, and often has offsets of 600 counts or more, and
pixel variability of 10-15 counts. The bias frame correction
procedure uses the stored bias frame as a reference to correct
for offsets and variability from pixel to pixel, and sets a zero
length exposure to a known background value that can be
offset from subsequent pixel measurements.

[0170] The present invention preferably uses a method
known as flatfield correction to reduce variations in intensity
across the image due to uneven lighting, or camera lens
optics. Preferably pixel levels are recorded in the linear region
of'the response. According to a preferred embodiment, during
flatfield correction, a slide is evenly coated with a film that
scatters light, and is preferably imaged at an exposure level
that results in pixel levels of about ¥4 the full dynamic range
of the system. It is understood that other pixel levels are
appropriate, such as about 24 or about Y2 of the full dynamic
range, as long as the levels are in the region of linear response.

[0171] The median pixel values over several images are
extracted to reduce spurious noise. A master flatfield image is
created from these median pixel values and stored for each
filter and slide, microtiter and membrane modes. The collec-
tion of flatfield images is controlled by an automated routine
available under the maintenance mode of the software. The
stored master flatfield images are then used to correct each
captured image tile using the following formula, centering the
flatfield correction algorithm on the mean pixel value:

c (E1)

xy =

( I.,-BL

S iy BL)] +BL
Bl,, - BL

wherein I, is a pixel value of the original image at location
(x,y); BL,,, is a pixel value of the background image at loca-
tion (X,y); M is the average pixel value of the background
image; BL is the level of black; and CI, , is the new pixel value
in the corrected image.

[0172] Images are additionally subjected to dark count
compensation. Dark count refers to a property of all CCD
sensors whereby charge is generated in a pixel over time, even
when the pixel is not exposed to light, in a manner which
depends on, among other factors, the temperature. Dark count
is usually expressed in electrons per unit of time at a given
temperature. It can also be expressed as a current per sensor
area ata given temperature. A scanner system according to the
present invention preferably captures a “dark frame” at the
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beginning of each measurement and subtracts this value from
each image to compensate for dark count.

Image Capture Module

[0173] Referring again to FIG. 5, the image capture module
420 includes instructions and algorithms for capturing RLS
images detected by the scanner and for stitching, processing
and storing the images. The basic principles and processes for
capturing and processing the images have been described
elsewhere, for example in Yguerabide et al., U.S. Pat. No.
6,214,560, PCT/US/97/06584 (WO 97/40181), PCT/US98/
23160 (WO 99/20789), and U.S. provisional patent applica-
tion Ser. No. 60/317,543.

[0174] Additionally, memory 108 optionally stores one or
more data files 450 and one or more image files 430. In
preferred embodiments of the present invention, data files 450
comprise normalized data for RLS scattering measurements
on microarrays.

[0175] In certain embodiments, data files and image files
may be archived, such as by storing on a separate computer,
such as in a remote database 136. Alternatively, image files
may be stored on one or more additional drives on a network.

Image Segmentation and Processing

[0176] The identification and classification of particles by
image analysis methods is dependent on the ability to resolve
the particles from the background and from other particle
types by one or more properties of the detected particles. The
background may consist of other light scattering particulate
matter of varying size, intensity, and color, as recorded by the
photodetector. For example the background can include
grease and features from fingerprints, dust, bubbles, or irregu-
larities on the surface of a microarray plate.

[0177] Whereas the eye and brain can easily detect and
identify the various particles by gauging, relatively, one or
more properties of the imaged light scattering particles, the
accuracy and precision of such direct assessments by eye may
vary according to the particular observer’s capabilities. In
order to detect, identify and quantify particles in a photode-
tected image, various image processing algorithms, prefer-
ably implemented in one or more, software components, are
used to evaluate the image.

[0178] Among the image processing methods that can be
used for the identification and spatial localization of light
scattering particles, a form of edge detection is preferably
used. Normally, an observer does not see an image as an array
of discrete pixels; instead the observer perceives an image as
groups of objects such as microarray features. Although such
objects are made up of pixels, defining the boundary (edge) of
a feature algorithmically is non-trivial when compared to
what humans do naturally. Thus, a method that identifies the
boundaries of regions of interest within the image is needed—
even when the regions have different intensities of detected
optical signal. The regions of interest are often referred to as
features. In general terms, the goal is to segment an image of
pixels into well-defined regions of interest, as defined by a
boundary or edge, and ultimately assign to each region of
interest a quantifiable result or integrated property. The edge
of a spot is usually determined algorithmically from the con-
text of the entire data set from which it is derived. All the art
known methods of edge detection and image processing, (see,
e.g., Djemel Ziou, Salvatore Tabbone, Edge Detection Tech-
niques—An Overview, Technical Report, No. 195, Dept.

enabling INNOVATION

Jun. 12, 2008

Math & Informatique. Université de Sherbrooke, (1997), and
references cited therein, incorporated by reference herein)
can be adapted to the present methods and apparatus. It is
within the capability of one of ordinary skill in the art to adapt
such edge detection methods to the methods of the present
invention.

[0179] Although edge detection methods are primarily
used to identify array spots and for segmentation, edge detec-
tion can also be used for identification of individual particles.
The method of edge detection groups together associated
pixels of specified intensities and marks them in one form or
another as an identified object, in this case a light scattering
particle or multiparticle structure. The criteria for the dis-
crimination of intensities can be varied depending on the
nature of the image being analyzed. Different light scattering
particle types can be identified and localized using many
variations of the edge detection method for both monochrome
and color images. The end result of performing an edge detec-
tion method is that specific areas of the image have been
identified as light scattering particles.

[0180] For any given combination of light scattering par-
ticles, illumination source, photodetector, and optical back-
ground conditions of the sample, there is a preferred selection
of the type or types of discrimination used in the edge detec-
tion routine and optimum minimum and/or maximum thresh-
old value settings thereof. For example, in some applications
a monochrome CCD photodetector is used to collect the
image data. In one embodiment, it has been determined that
by setting the gray scale minimum threshold value for the
discrimination at 50 units (such as Counts, measured in pho-
tons/second), and the maximum gray scale threshold value at
220 units, the light scattering particles can be accurately
identified in the sample, and quantified by a process known as
particle counting. The threshold values and type of discrimi-
nation may vary from sample to sample.

[0181] In a manual mode of operation, the operator can
directly visualize the sample and the collected image. The
operator varies the method of discrimination and the limiting
threshold values to determine which give the most accurate
results with respect to his visual interpretation of the collected
image, and with regard to identification and quantification of
light scattering particles. For semi-automated or fully auto-
mated optimization of the types of discrimination and limit-
ing threshold values used to analyze the image, several meth-
ods are possible. The values can either be preset for any
sample type or calibration particles, or other materials to
reflect background conditions can be used to calibrate the
discrimination types and threshold settings prior to, during, or
following photodetection of the sample. Based on the types of
discrimination and settings of the threshold values, light scat-
tering particles appear as groups of pixels clustered together
and are identified in one form or another as a light scattering
particle.

[0182] Once the light scattering particles have been identi-
fied, the particles can be further resolved, classified, and
quantified by various means. The light scattering particles can
be accurately classified based on many detectable properties.
Any measurable property of the light scattering particle
which can be used to identify different light scattering particle
types and optimize the accurate identification of the particles
in the sample can be used. These properties include: the sum
of all pixel intensity values in the identified particle area
(either gray scale, red, green, or blue wavelengths or some
combination thereof); the mean value of the pixel intensities
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in the identified particle area (either gray scale, red, green, or
blue wavelengths or some combination thereof); and the
dimensions of the area of the particle identified; the shape of
the particle identified. Additionally, a combination of two or
more of these detectable properties can be used.

[0183] The quantification of each type of light scattering
particle in the sample is important and can be accomplished
by various means. For example, the number of identified
particles in any given area of the sample can be obtained by
counting, or by measuring integrated signal intensity from
one or more particles. In another embodiment, for the par-
ticles identified as a given particle type, the sum or ratios of
the aggregated values of any of the measurable light scatter-
ing particle properties described hereinabove can be used to
quantify each particle type in the sample.

[0184] Thus, for each application where light scattering
particles are detected, measured, and quantified by methods
of image analysis, the particle detection and measurement
algorithms are preferably optimized. One of skill in the art
preferably determines which of the detected properties of the
light scattering particles can best be used to resolve the par-
ticles in the sample. Particle identification is based on any of
the measurable properties of the particles that provide the
ability to specifically identify the particle. Minimum and
maximum threshold values for the different particle type
detection criteria are set in the algorithm to further resolve
and properly identify and measure the particles. Minimum
threshold values are used to set the cutoff for what is consid-
ered to be a specific light scattering particle, and maximum
threshold values are used to provide a high end cutoff value to
separate other particulate matter, such as dust or dirt, from
being identified as specific light scattering particles.

Specific Light Scattering Properties of Particles

[0185] Some of the most important light scattering proper-
ties that can be used to detect analytes in types of various
sample and using a variety of different assay formats, include
one or more of the following: intensity, light scattering pro-
file, peak wavelength, color, polarization, angular depen-
dence of the scattered light, and the RIFSLIW (rotational
individual fluctuations in the scattered light intensity and/or
wavelengths).

[0186] Several parameters of RLS particles are relevant to
the discussion presented hereinbelow.

[0187] The relative intensities of scattered light obtained
from different particles irradiated with the same intensity and
wavelengths of incident light can be directly compared by
comparing their light scattering cross section, denoted by
C,.,- This term is often also referred to as a particle’s “scat-
tering powers”, or the scattered light intensity. The higher the
C,., of a particle the greater is its scattering power. The
scattering cross section of a particle (C,.,) at an incident
wavelength is defined as an area surrounding the particle such
that every photon which falls on that area is scattered. C,_, is
usually expressed in units of cm® or p* and depends on the
composition, shape, size and uniformity of the particle, as
well as the wavelength of incident light. The light scattering
profile C,__, versus wavelength can be calculated for any
spherical particle of uniform composition using Rayleigh or
Mie theory, see for example, J. Yguerabide and E. E. Yguera-
bide, “Light-Scattering Submicroscopic particles as Highly
Fluorescent Analogs and Their Use as Traced Labels in Clini-
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cal and Biological Applications—I. Theory”, Aral Biochem.,
262:137-156, (1998), which is incorporated herein by refer-
ence in its entirety.

[0188] Inthe quantum mechanical point of view, scattering
is viewed as an absorption followed by an emission. Thus,
there is a finite probability that a photon of light absorbed
(wherein absorbed in this context includes both reversible and
irreversible absorption) by a particle is re-emitted at the same
wavelength as the absorbed photon. The photon can be re-
emitted in directions different from the direction of the inci-
dent photon. That is, in the classical view, the incident pho-
tons are scattered by the particle.

[0189] The Absorption Cross Section, C,,, of a particle is
related to irreversible light absorption. Consider a particle
that is illuminated by a monochromatic beam of light of
wavelength A. The absorption cross section C,,, of the par-
ticle is defined to be an area (usually expressed in units of cm>
or p?) surrounding the particle, such thatany photon falling on
this area will be irreversibly absorbed by the particle. The
value of C,_, typically depends on the particle size, compo-
sition, shape and homogeneity. It also depends on the wave-
length of light. A plot of C,, vs. wavelength gives the pure
absorption profile of the particle. The C,,; vs. wavelength
profile for any spherical particle with a uniform composition
can also be calculated with Rayleigh or Mie theory. The
nature of C,,; can be further understood by reference to the
extinction cross section C,_,, discussed hereinbelow.

[0190] The relative absorption cross section A, is defined
as the ratio of the particle’s absorption cross section to its
physical cross sectional area, i.e., A_,,=C,, /70>, assuming a
spherical particle of radius a. A_,, provides a measure of the
particle’s ability to irreversibly absorb photons falling on the
area surrounding the particle. A . can have values in the
range of 0 to 6 depending on the composition, shape, and size
of particle and the wavelength of light. A value greater than
one means that a particle can reach beyond its physical
dimensions to attract photons to it and absorb them.

[0191] Theextinction cross section C,,,of a light scattering
particle is defined as the sum of its scattering cross section
(C,.,) and its absorption cross section (C,,,), i.e.:

sca abs.

Cocr=™CocatCaps L2

C,,, is usually expressed in units of cm? or p. The extinction
cross section C,_, of a particle can be readily measured at any
given wavelength in a regular absorption spectrometer.

[0192] The intensity of light scattered by a particle in dif-
ferent directions and the state of polarization, P, of the scat-
tered light depends on the wavelength and state of polariza-
tion of the incident light and on the size and shape of
individual particles, and the homogeneity of the population of
particles in the sample, as well as the type of particle. Fur-
thermore, the profile of the scattered light, i.e., the intensity of
the scattered light as a function of wavelength (or frequency),
typically comprises a band that stretches over a range of
wavelengths. While it is preferable for this band to be as
narrow as possible, it is understood herein that, when refer-
ring to the wavelength of scattered light, the wavelength
corresponding to the peak of such a band is meant. In general,
the form of the profile depends on the properties of the par-
ticle. Such properties and their influence on wavelength are
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further described in U.S. Pat. No. 6,214,560, incorporated
herein by reference, but are summarized hereinbelow.

Particle Type

[0193] Coated and uncoated metal-like particles have simi-
lar light scattering properties and both have superior light
scattering properties as compared to non-metal-like particles.
In addition, it is relatively easy to adjust the types of light
scattering properties in metal-like particles by varying in one
form or another, the size, shape, composition, and homoge-
neity of the population of particles so that the specific light
scattering attributes can be measured from the metal-like
particle in different types of sample.

[0194] The metals silver (Ag) and gold (Au) are preferred
for constructing the particles of the present invention. In
addition, particles constructed from a core of one metal and
surrounded by an outer layer of another metal, as further
described in U.S. Pat. No. 6,214,560, are compatible with the
methods of the present invention. Additionally, particles hav-
ing a mixed composition, such that they are composed of a
polymeric core, surrounded by an outer layer of a metal, may
be used with the present invention.

[0195] At wavelengths ofiincident light in the visible region
of the electromagnetic spectrum, the light scattering power
(i.e., C,.,) of metal-like particles is much greater than for a
comparable non-metal-like particle such as polystyrene.
Another important distinction between the light scattering
properties of metal-like and non-metal-like particles is that
for metal-like particles of the same composition but varying
size in the preferred size range of 40-140 mm diameter, the
profile of scattered light intensity versus incident light wave-
length can be very different. This is in contrast to non-metal-
like particles where for size ranges of about 10 nm diameter to
hundred nm diameter, the profile is essentially the same.
These differences are extremely useful to enable the detection
of metal-like particles in various samples with greater speci-
ficity and sensitivity.

[0196] It has also been determined that certain mixed com-
position particles made from mixtures of non-metal-like and
metal-like materials provide for additional light scattering
properties and/or additional physical properties. These prop-
erties include the ability to manipulate the particles by apply-
ing an electromagnetic field. This property of the particles can
be used in many different ways with the practice of one or
more aspects of this invention.

[0197] For some particle compositions, and sizes the light
scattering power decreases continuously across wavelengths
from 300 to 700 nm, while for other compositions the scat-
tering power vs. wavelength profile shows peaks or bands.
When these peaks or bands are in the visible region of the
electromagnetic spectrum the light scattered by the particles
appears colored when the incident light is white.

Particle Size

[0198] Both theory and experiment indicate that for spheri-
cal particles of any composition up to about 120 nm in diam-
eter and somewhat greater, a large proportion of the light
scattered by the particle is radiated outside the envelope of the
forward direction of the scattered light. As described in U.S.
Pat. No. 6,214,560, detection and measurement of the scat-
tered light at angles outside of the envelope of the forward
direction of scattered light provides for a significant decrease
in non-specific scattered light from the light beam and other
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light scattering constituents and objects being detected. This
significantly increases the specific light scattering signal/
non-specific light scattering ratio, which is a measure of
signal-to-noise, for many samples.

[0199] Preferred sizes of particles used with the present
invention range from about 20 to about 140 nm, where it is to
be understood that variances in size due to the manufacturing
process leads to particles a few nanometers outside those
ranges but that remain eminently suitable for the methods and
apparatus disclosed herein. It is to be further understood that
when a preferred particle size is indicated herein, due to small
imprecisions in particle manufacture among a population of
such particles, a range of sizes centered on that size is con-
templated. For example, a sample of 60 nm silver particles
may comprise particles in the size range 59-61 nm, 58-62 nm,
56-64 nm, 55-65 nm, and less preferably a range as broad as
50-70 nm. Ideally, for reasons discussed hereinbelow, the
range of particle sizes within a given population is as narrow
as is possible.

[0200] Adjusting the size of certain types of spherical
metal-like particles is a useful method to increase their detect-
ability in various samples by using the color and/or other
properties of their scattered light. By using a white light
source, two or more different types of particles are easily
detectable to very low concentrations. In contrast, for non-
metal-like particles generally <100 nm, these particles do not
possess these specific types of light scattering properties and
thus it is more difficult to detect the non-metal-particles in
most types of sample medium as compared to the metal-like
particles.

[0201] For larger spherical particles in certain size ranges,
for example from about 200 nm to about 1.2 microns in
diameter, when illuminated with monochromatic incident
light, the intensity of scattered light oscillates between rela-
tive values of 1 and 0 as an angle ® is changed from 90° to
-90° in a horizontal (xz) plane (6=0) perpendicular to the
direction of travel of the light beam. That is, if one views the
scattered light for 6=0, the light intensity oscillates from
bright to dark as the eye is moved from ®=90° to ®=-90°.
This is further depicted in: J. Yguerabide and E. E. Yguera-
bide, “Light-Scattering Submicroscopic particles as Highly
Fluorescent Analogs and Their Use as Traced Labels in Clini-
cal and Biological Applications. II. Experimental Character-
ization”, Anal. Biochem., 262:157-176, (1998), which is
incorporated herein by reference in its entirety, as well as in
U.S. Pat. No. 6,214,560. Correspondingly, for illumination
with white light, the scattered light changes color as the eye is
moved from ®=90° to ®=-90°. That is, the particles behave
as diffraction gratings. Such light scattering properties are
very useful for enhancing the specificity and sensitivity with
which one or more analytes may be detected in many different
types of samples.

[0202] The effect of increase in particle size is to increase
the amplitude of the scattered light across a range of wave-
lengths. It is well known in the art of theoretical physics,
specifically the theory of light scattering, that the scattering
power of small particles increases with the sixth power of the
radius up to approximately 80 nm for a gold particle. Surpris-
ingly, this general relationship also applies to larger particles
outside of the Rayleigh limit, that is, for particles with diam-
eters larger than about 30 nm. One skilled in the art can
calculate the relative scattering power of any small particle of
diameter d from the value obtained for a 10 nm diameter
particle of the same composition by multiplying the light
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scattering power of the 10 nm particle by (d/10)° where d is in
nm. This approach can be used by one skilled in the art to
determine the usefulness of certain particle sizes in various
diagnostic assay applications where the intensity of the scat-
tered light of a particle is used to detect the presence of an
analyte. In particular, by adjusting particle size, relatively
different, i.e., not significant overlapping, regions of dynamic
range can be achieved for different particles. For still larger
particles, the light scattering power increases as d*.

[0203] Preferred embodiments of the present invention use
gold and silver particles. For gold particles, modest increases
in size, say 10-20 mm, result in a large increase in the light
scattering power of the particle. Furthermore, the incident
wavelength for the maximum scattering power, C,_,, is
increased significantly with particle size and the magnitude of
scattered light intensity is significantly increased. For
example, the incident wavelength for maximum C,_., is
around 535 nm, 575 nm and 635 nm for gold particles of
diameters 40 nm, 100 nm, and 140 mm, respectively. When
illuminated with white light, the 40 nm gold particles strongly
and preferentially scatter the wavelengths around 535 nm and
the particles appear green, while the 100 nm particles appear
orange-red and the 140 nm particles appear red in color. For
sols of silver particles of diameters 38 nm, 47 nm, 60 nm, 75
mm, 90 nm, 118 nm, and 114 mm, the maxima of scattered
light are at wavelengths: 465 mm, 472 mm, 474 nm, 572 mm,
575 mm, and 590 nm, respectively. The scattered light of such
particles ranges in color from blue-violet, through green-blue
to pale yellow, as wavelength increases.

[0204] Therefore, when illuminated with white light, cer-
tain metal-like particles of identical composition, but differ-
ent size, can be distinguished from one another in the same
sample by the color of the scattered light. The relative mag-
nitude of the scattered light intensity can be measured and
used together with the color or wavelength dependence of the
scattered light to detect different particles in the same sample
both specifically and sensitively, even in samples with high
non-specific light backgrounds.

[0205] Smaller particles of spherical shape (in particular,
those less than about Y20 of the wavelength of the incident
light in diameter) behave as isotropic dipole scatterers or
emitters, that is, the light is highly polarized. For example,
when such particles are illuminated with light polarized in the
vertical direction, the light scattered in the horizontal direc-
tion ®=0, 6=90° (see FIG. 1 of J. Yguerabide and E. E.
Yguerabide, Anal Biochem., 262:157-176, (1998)) is one
hundred percent linearly polarized (i.e., P=1). This is very
different to fluorescent molecules which usually behave as
linear dipole emitters. In many different types of samples, the
scattering property of particles allows for more specific and
more sensitive detection of analytes by measuring the prop-
erties of scattered light as compared to what has been hitherto
possible with fluorescent molecules.

[0206] For even larger particles (in particular, those greater
than about Y20 wavelength of light), in diameter there are
certain ranges of particle sizes where the degree of polariza-
tion of the light decreases and becomes dependent on the
wavelength as the size increases. As the particles become very
large, the degree of polarization of the scattered light
approaches 0 for the direction 6=0, ®=90°. There appearto be
certain size ranges where the change in polarization changes
the most, that is, the slope of degree of polarization versus size
is at a maximum. Those regions where the slope is changing
are preferably used in certain analytic applications, for
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example, agglutination or aggregation types of assays, to
detect and measure one or more analytes in a sample.

Particle Shape

[0207] Particles used in conjunction with the present inven-
tion are preferably spherical in shape, where it is to be under-
stood that imperfections of the manufacturing process can
result in small deviations from perfect spherical symmetry.
[0208] Small nonspherical particles behave somewhat as
linear dipole scatterers with the absorption and emission
moments along the long axis of the particle. Applicant has
observed that, under suitable illumination and detection con-
ditions in an ordinary light microscope, when the illuminating
light is linearly polarized, the non-spherical particles flicker
as they rotate. The particles are most intense when their
orientation is such that their long axis is oriented in the direc-
tion of polarization and is at a minimum when the moment is
perpendicular to this direction. In contrast, small spherical
particles do not flicker when illuminated by polarized light.
[0209] For nonspherical particles of certain compositions,
the color of the scattered light (with illumination by white
light) changes with the degree of asymmetry. As the asym-
metry is increased, the color shifts towards longer wave-
lengths. For example, asymmetric particles of silver (Ag)
were observed by applicant to change colors as the particles
were rotating in solution when viewed with an ordinary light
microscope under dark-field conditions. This property, which
can be termed “RIFSLIW?” (rotational individual fluctuations
in the scattered light intensity and or wavelengths), can be
used in various embodiments to more specifically and more
sensitively detect and or measure one or more analytes or
particles in a sample.

Particle Homogeneity

[0210] As indicated hereinabove, the intensity of scattered
light can vary greatly as particle size is increased or
decreased. It is preferable to use the narrowest distribution of
particles possible, so that the accuracy of measurement is
enhanced. Particles with narrow distributions of sizes are
preferably obtained from Genicon Sciences, Corporation,
San Diego, Calif. Nevertheless, the variation in the intensity
that is associated with variations in size must be taken into
consideration when quantifying the scattered light, especially
when integrated light intensity measurements are being per-
formed. For example, using a 60 nm particle preparation with
a20% coefficient of variation in particle diameter, means that
10% of the particles have intensities about 3 times greater or
less than the intensity from a 60 nm particle. In addition, the
particles within the remaining 90% of the population still
have varying intensities. Indeed, in applications where there
are many particles being measured, the “average” integrated
light intensity will probably approximate a 60 nm particle.
However, at lower concentrations of particles, the statistics of
such a variation may affect the accuracy of a reading from
sample to sample, and correction algorithms may be needed.

Particle Counting and Integrated Light Intensity Measure-
ment

[0211] Both particle counting and measurements of inte-
grated light intensity (integrated intensity per unit surface
area) have been used to detect one or more of the specific light
scattering properties of the particles in a given area, with
appropriate darkfield illumination and detection. It is gener-
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ally useful to use the counting measurement method when the
particle densities are about 0.1 particles per um? or less. When
the particle densities are greater than about 0.1 particles per
pwm?, measuring the total integrated light intensity is a pre-
ferred method, though particle counting measurement may
also be effective.

[0212] Integrated light intensity is measured by collecting
the light scattered by the RLS particles in a microspot, for
example, and focusing it on a non-imaging light sensing
device such as a photomultiplier tube. The signal from the
light sensing device, referred to as integrated light intensity, is
a measure of scattered light from the whole spot. Integrated
light intensity can also be measured by an imaging device
such as a camera that incorporates a CCD. With such a cam-
era, the scattered light from an RLS labeled microspot is
focused by a lens onto the CCD. The camera records an image
of the microspot. Integrated light intensity is evaluated by
summing (integrating) the intensities of all of the camera
pixels in the image.

[0213] Particle counting is based on the ability to detect
individual particles using a dark field microscope, or similar
arrangement. The number of RLS particles in a microspot can
be evaluated by simply counting the particles (1) as seen
through the microscope or (2) from an image recorded with a
camera. Single particle detection is possible because the par-
ticles are very bright compared to the background.

[0214] The method of particle counting is usually more
instrumentally demanding than the method of integrated light
intensity measurement. However, for very sensitive detection
of one or more of the light scattering properties of a particle,
there are many advantages to using the counting technique.
For example, fluctuations and inhomogeneities in the light
source or sample chamber do not effect the particle counting
measurement, whereas such variations can cause severe prob-
lems when integrated light intensity measurement is used.
[0215] The total quantity of particles in a sample may be
determined by counting the number of particles per unit area
and/or measuring the total integrated light intensity per unit
area. In some aspects of the apparatus used in conjunction
with the present invention, the scattered light from the par-
ticles is detected by a photodetector, for example, a photo-
diode or photodiode array, photomultiplier tube, camera,
video camera or other CCD device, or the human eye. In other
aspects, various types of light collection optical devices (such
as a collection lens, imaging lens, mirror or similar device)
can be used to collect the scattered light of the particles.
[0216] Experiments have shown that, using integrated light
intensity, 80 nm gold particles can be detected on a solid
transparent surface with a sensitivity of 0.005 particles/u” and
an upper detection limit of about 10 to 20 particles/u. At a
particle density of 0.005 particles/p?, there are around 200
gold particles in a 200 diameter spot. Thus, at the lower limit
of integrated intensity detection, there are still many gold
particles that are not being effectively detected and thereby
useful information that is not being accounted for. By particle
counting, however, it is possible, in principle, to detect a
single particle in a microspot. Thus, the overall sensitivity for
detection of 80 nm gold particles could be increased by
employing particle counting in addition to integrated light
intensity measurements. Experiments and theory have shown
that particle counting has an upper limit of accurate detection
of around 1 particle/u®. This upper limit is determined by two
principal factors: particle overlap and microscope resolution.
If the resolution of the microscope is 1, then two particles
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which arc within 1p of each other appear as a single particle
and would be counted as one particle. Thus, for particle
densities greater than 1 particle/u?, the number of particles
counted by the particle counting method would be less than
the actual number of particles in the microspot.

[0217] Inapreferred embodiment, a method that achieves a
smooth or seamless transition between particle counting and
integrated light intensity measurements is employed. An
exemplary method may be derived from observations of the
factors that make particle counting more sensitive than inte-
grated intensity measurements, even though they have a more
limited detection range, as follows.

[0218] In particle counting, the spatial resolution capabili-
ties of the eye or camera are used to separate the particles from
background. Assuming that the image of a particle occupies
one pixel on a CCD camera, it is easy to distinguish between
signal and background pixels because a pixel that contains a
particle image has a much higher intensity than one that does
not (a background pixel). In fact, the particles are usually
about 10 times more intense than a given background area
that has the same size as the particle. Such a background area
may be referred to as an object plane pixel because it repre-
sents signal from the same plane as the particles. Thus, when
the eye or image analysis software detects the particles it
effectively ignores object plane pixels that contain no par-
ticles. This is equivalent to throwing away background object
pixels and retaining only those pixels which contain particles.
By eliminating background pixels, and only counting those
which contain signal, the number of particles in the microspot
is simply the count of those which contain signal. The upper
limit of detection for particle counting is around 1 particle/p>.
Athigher particle densities, the count is no longer correct due
to particle overlap and microscope resolution. By contrast, in
integrated light intensity measurements, the intensities of all
pixels in the sample microspot are summed and the integrated
background intensity (obtained from a negative spot that con-
tains no particles) is subtracted from the sample spot intensity
to give the signal intensity. For low particle densities, such a
calculation involves subtraction of two similarly sized num-
bers whose difference is small in comparison to their respec-
tive magnitudes. Noise in the background and sample spot
intensities is responsible for limiting integrated light intensity
measurements to a sensitivity of around 0.005 particles/p?.
[0219] The particle overlap problems that arise in particle
counting at higher particle densities can be eliminated by
using a weighting measure, referred to herein as “intensity
weighted counting”, in such a manner that the use of particle
counting and integrated light intensity can be streamlined at
their respective detection limits.

[0220] Consider a microspot that has a particle density less
than 0.005 particles/u?, i.e., is appropriate for particle count-
ing. The count is not correct for particle densities greater than
about 1 particle/u?, because, for such high particle densities,
several particles may occupy the same camera pixel but
would be counted as 1. This problem can be eliminated by
weighting each pixel by its intensity. Suppose that a pixel has
three particle images. On the average, the intensity of this
pixel is three times the value of a pixel with only one particle.
From the pixel intensity it is therefore possible to tell how
many particles are in a pixel. Alternatively, the intensity
obtained by summing the intensities of all of the pixels in a
microspot image, after subtracting background from each
pixel, should be equal to the total number of particles in the
spot multiplied by the average intensity per particle. This sum
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of pixel intensities is thus proportional to the total number of
particles in a microspot and is a relative measure of particle
count that is correct at all particle densities. Thus the intensity
weighted count eliminates the problem of particle overlap.
Moreover, the summed pixel intensity also gives the inte-
grated light intensity which is beneficial at low particle den-
sities because it avoids having to subtract two similar num-
bers from one another.

[0221] A protocol for applying such a procedure, as
described hereinabove, in a preferred embodiment of the
present invention is as follows.

1. Record an image of the RLS labeled microspot of interest.
2. Eliminate all pixels which have background signal only.
3. Sum the intensities of the remaining pixels.

[0222] 4. The sum is proportional to particle number and
gives a sensitivity that is similar to particle counting, and a
detection range that is similar to integrated intensity, and
permits a seamless transition of measures between low and
high particle densities.

In step 2, hereinabove, in a situation where a single particle is
measured by a group of pixels, a threshold for distinguishing
background pixels from signal pixels can be obtained by
examining a distribution plot of number of pixels vs. pixel
intensity. A distribution plot is an intensity map across a group
of pixels that correspond to a single particle and has an
approximately bell-shaped curve. A threshold may then be
determined by a user to be a number of counts (in, say,
photons/sec) recorded by a single pixel, for example corre-
sponding to an edge of the particle.

[0223] The assumption that each particle image occupies
only one camera pixel is not always true in practice, however.
The pixel size of a CCD in a typical digital camera is around
4ux4u. Gold and silver particles that are used in conjunction
with a preferred embodiment of the present invention are
submicroscopic, and the size of their image on the CCD is
determined by light diffraction by the imaging lens or micro-
scope objective. Experiments and calculations based on light
diffraction theory and which have been presented elsewhere
Optics, E. Hecht and A. Zayoc, Addison-Wesley Publishing
Co., 1979), show that the particle image consists of a central
spot and a halo. The central spot of the image has a diameter
about 20 and occupies about 10 pixels. This size is not much
affected by the magnifying power of the objective or imaging
lens. The intensity is not uniform across the central spot but
has an approximately Gaussian distribution. The fact that the
particle occupies several pixels and the intensity is not uni-
form introduces the following problem. In the distribution
plot of number of pixels against pixel intensity, the distribu-
tion of the pixels containing particles does not appear as a
well defined band that is distinct from the background band,
but instead appears as a very broad band that runs into the
background distribution band. Nevertheless, it has been
found that a threshold for discriminating between signal and
background pixels can be established from this distribution,
for example as discussed hereinabove.

[0224] As described in U.S. provisional application Ser.
No. 60/317,543, it is important to adopt experimental condi-
tions that lead to high levels of sensitivity and specificity in
the detection of RLS particles and, in conjunction with those
experimental conditions, it is preferable to employ analytical
methods that ensure that those high levels of sensitivity and
specificity are exploited. For example, as described in U.S.
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provisional application Ser. No. 60/317,543, appropriate
experimental conditions that can be employed include: meth-
ods of refractive index enhancement for decreasing the non-
specific light scattering and reflections that occur as a light
beam passes from one medium to another; solid phase detec-
tion methods in conjunction with a photodetector; and detec-
tion of scattered light using a collection lens or mirror.

Enhancements to Particle Detection

[0225] Inaddition to experimental ways of improving ana-
lyte detection, there are many available software and hard-
ware options that can be used to enhance the quality and
signal to background ratios of the measured particles by both
particle counting and integrated light intensity measure-
ments. As described in U.S. provisional application Ser. No.
60/317,543, the signal to background ratio limits for the
detection of the light scattering particles are influenced by a
number of factors. In particular: by using larger diameter
metal-like particles, the light scattering power of the particle
can be significantly increased; by measuring the scattered
light of the sample at angles outside the envelope of the
forward direction of the scattered light, the signal to back-
ground ratio in either the intensity or the counting mode is
substantially increased; the amount of non-specific reflected
light can be substantially reduced by moving the incident
light surface as far as possible away from the collection area
that is being detected, thereby increasing the sensitivity of
detection; and types of refractive index enhancement meth-
ods.

[0226] As also described in U.S. provisional application
Ser. No. 60/317,543, in the performance of many assays it is
highly advantageous to have a broad dynamic range over
which the detection is substantially linear. That is, the signals
from various samples can be detected and the presence of
analyte quantified over at least several orders of magnitude of
variation in analyte concentration or density. In the context of
analyte assays, the term “dynamic range” refers to the range
in density or concentration or absolute numbers of analyte
entities that can be detected in an assay (based on the presence
of specific label attached directly or indirectly to the analyte
or a surrogate thereof, or released therefrom. Preferably the
signal is proportional to the number of RLS particles present
over a broad range which is preferably at least 4, 5, 6, 7, or
even more orders of magnitude. That is, preferably, a quanti-
fiable relationship is present between label concentration or
density and signal intensity. Such a relationship is preferably
linear. Broad dynamic ranges, preferably linear dynamic
ranges, can be provided in various ways, for example, by
various techniques in signal detection or signal processing,
alone or in combination. It is highly preferable that the
dynamic range is a range that can be quantified in a single
performance of an assay, not requiring new sample or a dilu-
tion of concentration of an existing sample.

[0227] Atagiven illuminating wavelength, the useful range
of scattered light intensity is usually about three orders of
magnitude without the use of dynamic range extending tech-
niques. However, this range can be extended by performing
measurements at different illuminating wavelengths. In addi-
tion, at high surface densities, where the inter-particle dis-
tance becomes comparable to a wavelength of light, the light
scattered by each particle is in phase with the light scattered
by neighboring particles. This gives rise to specular reflec-
tion. At low particle densities the particles do not interact with
each other and the particles scatter independently of each
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other. If the particle density is sufficiently high, a spot in a
microarray displays a color in room lights and the spot looks
like a diffuse dyed spot (diffuse reflection). However, at par-
ticle concentrations where the inter-particle distance is com-
parable to the wavelength of illuminating light, light imping-
ing on the spot is reflected as from polished metal surface, i.e.,
the spot behaves as a mirror.

[0228] Limitations to dynamic range generally fall into two
categories. One category represents inherent assay format
limitations, and includes limitations on analyte density, label
density, and label interactions. Such limitations typically are
significant at high analyte and/or high label densities. The
second category is that of detector limitations. Such limita-
tions include sensitivity limitations, including non-linear
detector response at low signal (e.g., low light) levels and
problems associated with insufficient signal/noise ratio at low
signal levels. The second category also includes effects occur-
ring at high signal levels, such as overexposure limitations.
An example of a sensor with limitations at both the low and
high signal levels is photographic film. Similar limitations
may also occur with electronic sensors, e.g., CCD sensors.
[0229] Many types of light detectors collect light over an
exposure time; therefore light from an assay is accumulated,
rather than being recorded instantaneously. If the exposure
time is too long, many of these detectors become saturated,
with results such as changes in the response curve and
“blooming” of the image. Sensors experience blooming when
total light exposure results in excessive accumulation, with
the result that both signal strength and localization discrimi-
nation are lost or at least impaired, for many such sensors. In
an operational sense, blooming may also limit system perfor-
mance for non-particulate or diffusing label signals. For
example, blooming of signal from an intense spot to a weaker
or negative spot can occur in an array system that utilizes
fluorescent, chemiluminescent or isotopic detection. This
effect is largely avoided when using light scattering particles
because the signal is both highly intense and spatially con-
fined. These properties provide advantages of using light
scattering particles for arrays of high feature density wherein
a large number of spots are distributed over a limited area.
[0230] In assays where there are multiple analyte detection
sites, some sites may have strong signal and some sites may
have weak signal. If a simple, single exposure time is used
with a sensor that has a narrower useful response range than
the difference between the weak signal and the strong signal,
one or other or both of the signals will fall in a non-optimal
response range. Such difficulties can be addressed in various
ways, alone or in combination. Usually these techniques for
providing extended dynamic range would be used in assay
formats where there are a plurality of separately addressable
sites at which the signal may vary. Examples of such assay
formats include many solid phase and multi-well formats,
such as microtiter plates, and arrays on microarrays or slides,
chips, membranes, gels, and filters.

Enhancing Dynamic Range

[0231] As further described in U.S. provisional application
Ser. No. 60/317,543 and in application Ser. No. 10/084,844,
filed Feb. 25, 2002, both of which are incorporated herein by
reference, there are four basic techniques for extending
dynamic range. One technique, which would typically be
used to address limitations on the low signal end of the scale,
is to combine integrated signal measurements for moderately
strong signals, and particle counting for weak signals. Weak
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signals would be differentiated from strong signals through
selection of an appropriate transition, or threshold. Such a
transition would correspond to a particular particle density.
One of ordinary skill in the art will recognize that such a
transition density will depend on the detection apparatus
used, the specific particles utilized, and the assay format.
[0232] An optimal or acceptable transition point for chang-
ing from integrated signal measurement to particle counting
can, for example, be established based on empirical testing.
Thus, for example, integrated signal measurement can be
used with a selected exposure time. Preferably the exposure
time is selected so that high label density sites provide an
intensity that will not saturate the sensor, or otherwise push
the total signal received into a range in which the sensor
cannot provide readily quantifiable detection. Integrated sig-
nal measurement can then be used down to a particle density
such that the sensor can also provide readily quantifiable
detection of the label present at the lower density. However,
the lower limit should also be at a density at which the number
of particles in a site, or in at least a statistically acceptable
portion of a site can be counted in a practical amount of time
and with acceptable precision, e.g., so that adjacent particles
are not so close together that single particles cannot be reli-
ably distinguished.

[0233] The selection of a transition point can also be made
in automated fashion. Thus, for example, the exposure time
can be set by computer camera controller to provide appro-
priate signal accumulation for quantitation. Those sites that
do not provide a sufficiently strong signal at that exposure
time can then be read by particle counting, e.g., by increasing
magnification. As indicated herein, particle counting can be
performed in various ways, but is preferably performed elec-
tronically. In some cases, the lower limit of integrated signal
measurement may overlap with the practical upper limit for
particle counting. In such cases, the overlap region may be
read by both methods, and serve as a calibration control.
[0234] Such a combination of detection modes can be
implemented in many different ways. One preferred imple-
mentation for array embodiments would involve detection of
the sample using spatial and/or time integration of signal.
Array features (or at least portions of features) that are below
a signal threshold (generally a pre-set threshold) are scanned
and the particles counted. Preferably the scanning is com-
puter controlled, and an image or images are created that are
then processed with image processing software to identify
and count the particles. The signals for array features above
the threshold are used directly for integrated signal quantita-
tion, and the particle counted array features are scaled to
provide quantitation for an equivalent array feature area.
[0235] Such a dual mode approach can usually extend the
dynamic range for RLS particles 1-2 orders of magnitude
toward the lower end of the density scale, e.g., for 80 nm gold
particles from about 0.003 particles/um® down to about
0.00003 particles/um?. Two orders of magnitude are achiev-
able when the background and/or electronic noise is low.
Under ideal conditions, particle counting extends down to 1
particle present in an array feature or per field of view. Under
practical conditions with statistical requirements for reliable
data analysis, particle counting can, for example, reliably
count particle surface densities of 107*, 1073, or 10~ particles
per pm?.

[0236] An exemplary system for carrying out such dual
mode analysis utilizes a motor driven XY stage control and is
described in further detail in U.S. provisional application Ser.


http://www.patentlens.net/

http://www.patentlens.net/

US 2008/0137080 A1

No. 60/317,543. During a measurement, an initial image is
captured with the zoom set for a wide field of view, preferably
at the maximum field of view. The initial image is captured
and processed with a grid overlay program to subtract back-
ground and extract the data from each spot. Spots that are
determined to be at or below a pre-determined threshold are
marked for analysis by particle counting technique. Inte-
grated signal quantification data for spots above the threshold
are used for the final report, and no particle counting of these
spots is required. During the particle counting phase, the
camera lens is zoomed in to a magnification allowing the
visualization of particles within each spot determined from
the initial image to be below the threshold. Several images are
taken with small movements in XY around each of these
spots. A computer program performing image analysis per-
forms particle counting on each image, and averages the
results to determine the particle density of each spot. Prefer-
ably, this image processing is performed in real-time using
specially designed software and/or hardware.

[0237] Another technique for providing extended dynamic
range is to use multiple exposure times. This technique
involves image enhancement to provide increased dynamic
range when imaging arrays or microarrays with large differ-
ences between intensities from spot to spot (feature to fea-
ture). For example, for a single assay unit with a plurality of
separately addressable sites (e.g., spots), at least two different
exposure times are selected. It may also be beneficial to use
more than two different exposure times, for example, 3, 4, 5,
or even more. The number of different exposure times that are
advantageous will depend, at least in part, on the dynamic
range capabilities of the detector sensor and the signal range
that may occur for the particular assay format and particle
type selection.

[0238] Ingeneral, ashortexposure timeis utilized to ensure
that the signal from very high density assay sites is within an
acceptable quantitation range for the detector sensor, and
preferably within a linear response range for the detector.
With this short exposure time, sites with very low particle
density will not produce sufficient signal for the detector to
provide acceptable, or in some cases any, response. A long
exposure time will be used that will allow the detector to
accumulate sufficient signal to allow quantitation of the weak
signal sites, and preferably to provide a response within the
linear response region. As desired, intermediate exposure
times can be utilized, e.g., to maintain responses for interme-
diate density sites in an advantageous range for the detector.
[0239] In one embodiment, images from the camera are
recorded with the exposure time set at two or more levels for
both long and short time intervals. The sample is preferably
kept static during the recording of all images. The data from
each image can be scaled by a factor equal to the exposure
difference, or the two images can be combined. Further
aspects of this and other embodiments of multiple exposure
time measurements are described in U.S. provisional appli-
cation Ser. No. 60/317,543.

[0240] A third method of achieving enhanced dynamic
range involves the use of non-destructive sensor reading. In a
similar fashion to the use of multiple exposures, specific types
of detectors can be used that are capable of providing a range
of'exposure times within a single actual exposure. Many types
of detectors allow only a single reading, and then must be
reset, i.e., the process of reading the signal is destructive.
However, certain detectors can be utilized that allow non-
destructive reading, thus allowing multiple readings during a
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particular overall exposure. Further details of how to work
with multiple readings are provided in U.S. provisional appli-
cation Ser. No. 60/317,543.

[0241] A further method principally used in conjunction
with integrated light intensity measurements utilizes signal or
label density, to determine particle signal at high particle
densities. The essence of this approach is to compensate for
the deviations from linearity in the response at high particle
label densities due to inherent characteristics of both the
assay format and the particles. Preferably, RLS particles pro-
duce a scattered light signal that is linearly related to the
number of particles present within the detection field over a
broad range of particle densities, but this is usually only valid
up to a density where particles begin to interfere with each
other. This density will depend, at least in part, on the particle
size, with larger particles interfering with each other at lower
densities than smaller particles. Several different types of
interferences or interactions can occur that contribute to non-
linear response at high particle densities. The description
presented hereinbelow is directed specifically to RLS par-
ticles, but similar effects also occur with particulate fluores-
cent labels, so it is to be appreciated that the present analysis
can additionally be applied by one of ordinary skill in the art
to the analysis of fluorescent-label based assays.

[0242] One type of interference occurs when particles
become sufficiently close-packed that the surface of the
aggregate of particles begins to act as a reflective surface,
effectively as a mirror. This is particularly likely to occur with
solid phase applications, such as arrays on chips or slides.
When the particles on an array feature become close-packed,
the particles effectively form a plating that acts as a reflective
surface, rather than as a population of discrete scatterers.
[0243] A second type of interference is a blocking effect.
Evenwith arrays on solid phase media, there is a certain depth
to the bound particles. Thus, when the array feature is illumi-
nated at an angle, there is some probability that a particle can
be in the “shadow” of another particle. The probability of
such blocking is greater the larger the particles and the more
dense their packing. The light scattered from a particle can
also be blocked, in part, by another particle or particles, and
the magnitude or probability of this effect is also dependent
on the density and size of the particles. In practice, for most
assay systems this effect is generally observed under condi-
tions wherein the detected scattered light signal has already
saturated the CCD or other photodetector.

[0244] Without being limited by this explanation, whether
the dominant interference phenomenon is “blocking” or
“reflecting” may be different for “trans” versus “epi-" illumi-
nation. For trans-illumination, when the particle density
increases to the point at which one particle can shade another
from receiving the illumination from the source, the signal
will actually decrease as particle density increases. In addi-
tion, particles located closer to the detection source are essen-
tially blocking the scattered light from other particles located
closer to the illumination source. In the case of epi-illumina-
tion, at sufficiently high particle densities, the particles coa-
lesce to form a layer which acts as a reflector, similar to a layer
of gold foil. So, with epi-illumination, the intensity of scat-
tered light will remain constant after the density of particles
increases to the point of complete coverage of the surface of
the slide.

[0245] Yet another type of interaction is due to perturba-
tions in light scattering properties of individual particles that
occur as particles are brought close together. These perturba-
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tions can also contribute to deviations in response. As with
blocking effects, in practice, for most assay systems this
effect is generally observed under conditions wherein the
detected scattered light signal has already saturated the pho-
todetector.

[0246] In practice, integrated RLS signals for spotted
microarrays remain linear up to about 1-10 particle per um?,
depending on particle size, and other parameters of the detec-
tion system. Beyond about 1-10 particle per um?, wavelength
shifts due to the close proximity of particles to one another,
coupled with shadowing effects from overlapping particles,
causes a reduction of signal at the peak detection wavelength
of the particle. Between average densities of about 1.0 and
about 10.0 particles per um?, corrected integrated intensities
should be calculated by some method to ensure linearity. It is
possible to produce corrected particle signals for a range of
particle concentrations using standard curves, using analyti-
cal or semi-analytical equations, or a combination of the two.
[0247] The approach using standard curves can be carried
out as follows. For densities between about 1.0 and about 10.0
particles per um?, corrected integrated intensities can be cal-
culated by generating an equation from a standard curve. In
establishing the standard curve, it is important for achieving
good accuracy in experimental quantitations, that the density
of particles in each spot be accurately determined. Such a
determination may be achieved by, for example, making a
preparation of spots that represent a particle dilution series
down to low enough density that the particles can be counted.
A standard curve is preferably obtained from data gathered
for a standard dilution series of spots in the 1-10 particles per
um? range. The series can be obtained from measurements on
a single slide or chip. Beyond about 10 particles per um?>, the
slope of the curve of scattered light intensity versus particle
density approaches the horizontal, making such an approach
less reliable. The standard curve can be used to determine an
equation by curve fitting. A number of different curve fitting
methods are suitable, as would be apparent to one of ordinary
skill in the art. For example, linear regression, non-linear
regression, and spline fitting, as well as others are convenient.
See, for example, Numerical Recipes, Press et al., Cambridge
University Press, (1986). The equation generated from the
curve can then be applied to any data collected to obtain the
intensities in the non-linear, but correctable, range of signals.
In applying this method, the camera exposure time is also
factored into the equation to properly scale the data according
to a linear relationship that is well known to one of ordinary
skill in the art.

[0248] Equations for the intensities can also be obtained
semi-analytically. Equations can specifically be obtained for
quantifying analytes in solution and on solid surfaces. In
doing so, it is beneficial to know two quantitative relations.
First, the relation between light scattering intensity and par-
ticle (label) concentration or surface density, and second, the
relation of light scattering intensity and analyte concentra-
tion, or in the case of RLS particles, surface density. The first
relation is more fundamental because it sets the maximum
ranges and sensitivities that can be achieved with a given RLS
particle.

[0249] Mathematical expressions that can be used to
describe these relations and which represent quantitative cali-
bration data were obtained from the relation between light
scattering intensity and particle or label, concentration in
solution and on solid surfaces. The methods presented here-
inbelow enable one of skill in the art to obtain experimental

23
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relations between scattered light intensity and particle den-
sity. These relations are fundamental. In practice, it is the
relation between scattered light intensity and the amount of
analyte detected in a given spot that is of interest.

[0250] One possessing these relations can correlate a mea-
sured signal intensity to an analyte concentration and there-
fore determine quantities of analyte present in a given sample.
The amount of analyte can be expressed in terms of analyte
surface density. If in an RLS labeling experiment, each ana-
lyte molecule on a spot binds a particle, then the particle
density and analyte density are the same. The amount of
analyte in the spot can be determined from the scattered light
intensity and from the calibrating graph or calibrating expres-
sion relating scattered light intensity to particle density. How-
ever, it may be that not every analyte molecule on a surface
binds a particle because of geometrical effects, affinity con-
stants and other factors. In this case, scattered light intensity
vs analyte concentration can be determined using a calibrat-
ing slide and by representing the results by a mathematical
expression. This can, for example, be done by the methods
described hereinbelow.

[0251] On the basis of conservation laws known to one of
ordinary skill in the art, the intensity, L, of light scattered by
particles in a volume, or on a surface S, is proportional to the
incident light intensity I, (photons s~ cm™2), the fraction @,
of incident photons which are absorbed by the particles and
the fraction @ of absorbed photons which are re-emitted.
Mathematically,

I=al,® @y (1

where a is an instrumental constant. All of these parameters
except a depend on the wavelength of the incident light.
Equation (C1) assumes that the incident light is monochro-
matic and has a specified wavelength. The steps and approxi-
mations involved in deriving relationships between I and
particle density vary from a solution to a solid phase assay. In
solution, particle density is effectively a concentration. In
solid phase, particle density is effectively expressed as a
number of particles per unit area.

[0252] When light scattering particles are used in solution,
they form what may be called variously a colloid, a suspen-
sion or a sol. In order to obtain an explicit relation between I ¢
and particle concentration in a suspension such as would be
encountered in a solution-based assay, consider the particle
concentration dependence of the various parameters in equa-
tion (C1). In general, 1, is independent of particle concentra-
tion, and o and ®,; are independent of concentration at low
particle concentrations. At low particle concentrations, only
the fraction of absorbed incident photons, @ ,, depends on
concentration, and thus the dependence of I ;on concentration
is completely determined by ®,. At higher concentrations,
®_becomes dependent on concentration due to particle-par-
ticle perturbations, and a also becomes dependent on concen-
tration due to geometrical and inner filter effects discussed
hereinbelow.

[0253] Assuming the validity of the Beer-Lambert law, a
relation familiar to one of ordinary skill in the art, the depen-
dence of @, on particle concentration is given by:

@, =(1-107C) (€2)

where € (in M~'em™) is the molar decadic extinction coeffi-
cient, C is the molar particle concentration, and x (in cm) is
the optical path length. Thus, for particle concentrations
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where the distance between particles is large and there are no
geometrical and inner filter effects, from equations (C1) and
(C2):

Ii=aly(1-10F)d; (©3)
[0254]
than 1, the exponential term in equation (C3) can be expanded

For low particle concentrations where €Cx is less

in a power series using a general relationship of the form
(derived from the MacLaurin expansion for e™:

(230322 (2.303z)° €4

1072 =1-2.303z + 21 31

noting that 1n(10)=2.303.

[0255] Retaining only the first two terms of equation (C4)
(for z<<1), equation (C2) shows that

@ ,=2.303¢Cx (€5)
so that

15=2.3030L,eCx Py (C6)

In practice, equations (C5) and (C6) are correct within about
5% for values of eCx less than about 0.05.

[0256] The well known approximations presented herein-
above essentially apply to particle suspensions where the
amount of light absorbed in the path-length x is very small.
For this condition, the intensity of incident light is practically
constant throughout the path x. However, if the suspension is
itself strongly absorbing, the intensity of light is not the same
at every point in the path but instead decreases from one end
to the other. In the latter case it is preferable to use Equations
(C2) and (C3).

[0257] From theory, @, the fraction of absorbed photons
that are re-emitted, is expected to be particle independent
when the average distance D between the particles is greater
than about 3 times their diameter d. For smaller distances, the
particles interact such that their absorbance and light scatter-
ing spectra shift towards longer wavelengths, and the values
of @, and @ change with increasing particle concentration.
Thus, at high particle concentrations, @, and € are expected to
become concentration dependent. Furthermore, if the par-
ticles have a tendency to associate, then, depending on the
values of the association constants, O can depend on particle
concentration even at low particle concentrations.

[0258] If the particles are randomly distributed in suspen-
sion, then the average distance D between particles, in cm, at
a concentration ¢ (in particles/cm?), is given by:

0.554 (C7)
TS
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That s, itis approximately equal to (c)">. From this equation,
the concentration, C, at which D=3d can be calculated using
equation (C8)

[0259]

(C8)

oo 1000(@)3
Na \3d

wherein d is in cm, and N,,, is Avogadro’s number.

[0260] By way ofillustration, for =60 nm, C=4.8x107* M,
which corresponds to an absorbance of around 1,200 for a 1
cm path length. Because of the very high extinction coeffi-
cients of a gold particle suspension used in connection with
preferred embodiments of the present invention, concentra-
tions as high as around 10~® M are not normally used. There-
fore, inter-particle perturbations are not usually important at
the concentration ranges generally used. Typical particle con-
centrations in assays are between 0.1 and 10 optical density
(OD) units. For 80 nm gold particles, a concentration of 10'°
particles/OD/ml is preferred.

[0261] The scattered light intensity from a suspension of
particles can also be affected by inner filter effects and the
geometry of the light scattering volume, through effects con-
tained in device parameter, o.. These effects depend on factors
including the relative orientation of the illuminating beam,
the direction of detection, and spatial filters that are used to
reduce stray light. In preferred apparatus used for detection of
particles in suspension in conjunction with the present inven-
tion, the detection system is at right angles to the direction of
the illuminating beam. To minimize non-specific scattered
light, the detection optics are preferably arranged such that
only light scattered from a small volume in the center of the
cuvet is detected. To reach this detected volume, the incident
light must first cross through the intervening volume of sus-
pension between the cuvet face on which the light is incident,
and the center of the cuvet. The amount of incident light
which is absorbed in the intervening volume increases with
increase in particle concentration and the intervening volume
thus acts as a concentration dependent inner optical filter. At
very high particle concentrations, most of the light is
absorbed in the intervening volume and a very small amount
of light reaches the center of the cuvet. Similarly, light which
is scattered towards the detector must pass through an inter-
vening volume of suspension between the light scattering
volume and the wall of the cuvet facing the detector. These
effects also act as a concentration dependent inner optical
filter. Because of these geometrical and inner filter effects, the
scattered light intensity decreases with particle concentration
at high particle concentrations. In practice, as further dis-
cussed hereinbelow, geometrical effects can be accounted for
by multiplying equation (C1) by a factor which has the form
l O—OUC.

[0262] For particles attached to a transparent surface (as in
solid phase immuno- or DNA probe assays), equation (C1)
also applies, and at low surface particle densities, the depen-
dence of I on particle density is also completely determined
by ®,. Writing an equation equivalent to equation (C2) for
particles on a surface depends upon how the particles are
distributed on the surface. That is, the expression for @,
depends on whether the particles are all confined to exactly
the same plane or are distributed throughout a space of finite
thickness (piled on top of each other). If the particles are all in
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the same plane, then the fraction of light that is absorbed is
then simply the fraction of the total surface area occupied by
the particle cross section multiplied by the particle density, as
shown in equation (C9).

D ~POer (C9)

where p is particle density (particles/cm?), and o, (cm?) is
the particle extinction cross section. The extinction cross-
section represents a circular area around a particle such that
every photon of light which falls on the area is absorbed and
every photon outside the area is transmitted. Equation C9 can
be written in terms of extinction coefficients using the relation

2.303x 1000e (C10)
U—exr =
Nay
=38x10"2s. (C1D)

The scattered light intensity from a surface in which all of the
particles are in the same plane is, from equations (C1) and
(C9), given by the expression

[0263]
Is=alopCerPr

[0264] For solid surfaces in which the particles are not
confined to a specific plane, but are distributed over a finite
thickness, +A is given by the expression:

(C12)

@ =(1-10°%x) (C13)
and the scattered light intensity is
Is=0dy(1-10P%) (C14)

For values of po,,,<0.05, equation (C14) reduces to the form
ofequation (C12) using a power series expansion, as in equa-

tion (C14).

[0265] Geometrical and inner filter effects are also impor-
tant for light scattering from particles on a surface. The effects
also depend on whether “trans” or “epi-" illumination is used.
The effects are usually smaller for epi-illumination. Finally,
interparticle perturbations can also affect I, when the average
inter-particle distance of the particles on the surface is less
than about 3d.

[0266] Having established the theoretical principles
according to which measurements may be modelled in order
to obtain particle densities, it is important to test the validity
of the principles and to derive values of certain parameters
that enable actual measurements to be quantified. As dis-
cussed in U.S. provisional application Ser. No. 60/317,543,
the applicability of the Beer-Lambert law to RLS particles
can be tested by measuring the absorbance vs. particle con-
centration of RLS particles in suspension. In terms of absor-
bance A (also called optical density) the Beer-Lambert law
can be written as

A=eCx (C15)

where €, C and x are as defined in equation (C2). By plotting
A vs. C for gold particles of different diameters, it was dem-
onstrated that A increases linearly with particle concentration
as expected from equation (C15), and therefore that the Beer-
Lambert law does apply to RLS particles and thus that the
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particles do not associate or perturb each other over the absor-
bance ranges typically encountered.

[0267] To determine the quantitative relation between scat-
tered light intensity I and particle concentration in suspen-
sion, measurements were taken, as described in U.S. provi-
sional patent application Ser. No. 60/317,543. If equation
(C3) were to apply at all concentrations, the scattered light
intensity would increase linearly with particle concentration
at low particle concentrations, become nonlinear at higher
concentrations and finally level off at a constant value. A
graph of experimentally measured quantities displays these
features, except that at high concentrations the intensity
decreases with concentration instead of leveling off. This
effect is attributed to inner filter and geometrical effects.
Equation (C3) therefore does not give an accurate description
of the experimental data at high concentrations because it
ignores inner filter and geometrical effects. To take account of
these effects, equation (C3) can be written in the form

I=B(1-107%)10~<¢

[0268] In equation (C16), B=al,®, and the exponential
factor outside the parenthesis accounts for the inner filter
effects while the term in parenthesis accounts for the amount
of light absorbed by the detected light scattering volume. To
determine whether equation (C16) gives a correct description
of the graphs of scattered light intensity vs. particle concen-
tration, the equation was curve-fitted by nonlinear regression
analysis. The fitting parameters are B, x and L, with e=8x10°
M™' em™'. Resulting values of such a fit are B=201.474,
x=0.008484 cm and [.=0.62754 cm. It was seen that equation
(C16) gives a very good fit to the data. At low particle con-
centrations, the exponential term outside the parenthesis is
expected to be approximately equal to 1 and is therefore
concentration independent, and the term in parenthesis
reduces to 2.303eCx, as suggested by equations (C4) and
(C6). Thus for low concentrations, from equation (C16)

(C16)

15=2.303BeCx

[0269] The applicability of equation (C17) was tested at
low particle concentrations and found to produce agreement
within 10% for values of C up to 5x107'3 M. Although equa-
tion (C17) is generally applicable and can be used as a quan-
titative representation of experimental I vs C measurements
and thus can be used to calibrate data, specific fitting param-
eters for different particle sizes can be found in U.S. provi-
sional patent application, Ser. No. 60/317,543.

[0270] Ina similar manner, experimental relations between
scattered light intensity and particle surface density for solid
assays were obtained, using spots of gold particles with dif-
ferent particle densities, as further described in U.S. provi-
sional patent application, Ser. No. 60/317,543.

[0271] Plots of experimental scattered light intensity vs.
particle density for 80 nm diameter gold particles on a solid
phase surface show that the intensity increases linearly with
particle density at low particle concentrations, becomes non-
linear at higher concentrations and decreases with increase in
surface density at still higher concentrations. As with the
measurements for solution-phase particles, the decrease at
higher concentrations indicates that inner filter effects are
important. By analogy with the results in the liquid (suspen-
sion) phase, equation (C14) can also be used for the solid
phase but preferably modified for inner filter effects, as fol-
lows:

(C17)

Is=B(1-10"P°e?)107L7 (C18)
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where B, 0, and L are fitting parameters. Experimental data
was well fitted with equation (C18) using B=1.73, o=*=0.
01887u? and L=0.00407p” with p expressed in units of par-
ticles/u>. These values were obtained by a nonlinear curve fit
of equation (C18) to experimental data. At low particle den-
sities, the scattered light intensity is expected to vary linearly

with surface density and equation (C18) reduces to

1s=2.303Bo,,.p-

[0272] Comparing experimental data at low particle densi-
ties with a plot of equation (C19) using the values for B, o,
and L presented hereinabove shows that equation (C19) gives
a very good fit to the data. Additionally, equation (C18) gives
a very good representation of experimental data for other
particle diameters.

[0273] Itshould also be noted that many electronic sensors
have a response that is approximately linear throughout a
range of intensities for a particular exposure time, and thus
can be directly used for quantitation. However, if a sensor
does not provide such linear range, or if significant deviations
occur at some point(s) in the range, the recorded values can be
compensated by weighting the values for different detected
signals in order to correct to accurate quantitation. The cor-
rection can also be wavelength dependent, as the response of
the sensor may differ at different wavelengths. In addition, for
sensors that have different sensitivities to different wave-
lengths, the quantitation also preferably includes the use of
different weightings or of different standard curves depend-
ing on the wavelength of scattered light detected. Wave-
length-dependent quantification is particularly important in
multiplex assays where sets of distinguishable particles are
used that have different peak scattering wavelengths and so
provide scattered light signals of different colors on illumi-
nation with polychromatic (preferably white) light. Compen-
sating for differing sensitivities to different wavelengths of
light permits proper quantification. Specifications on such
sensitivities and deviations from linearity of response may be
available from the sensor or camera manufacturer or distribu-
tor, or can be determined for each sensor with the use of
standard media, e.g., slides with spots of defined particle type
(for defined scattered light characteristics) and defined den-
sities.

[0274] As indicated hereinabove, the methods described
herein for extending dynamic range are particularly advanta-
geous for use with assays that utilize RLS particles. However,
the methods can also be applied to other particulate labels.
For example, they can be applied to fluorescent particles, e.g.,
polystyrene beads loaded with multiple fluorophores such as
fluorescein or other fluorescent dyes. In general, single small
molecule fluorophores are not amenable to individual visual-
ization in assays, but loaded beads or microspheres can be.
However, applying the present techniques to fluorescent
labels also presents difficulties associated with the nature of
the label. For example, at high label densities, it may be
necessary to deal with fluorescence quenching and bleaching,
and for repeat or extended exposures it may also be necessary
to deal with bleaching. Furthermore, the time course of signal
decay for fluorescent labels is dependent on label density.
[0275] Thus, for methods of relating the signal to particle
concentration, the mathematics is more complicated for fluo-
rescent labels than for RLS particles. The multiple exposure
technique is more limited for many assay formats involving
fluorescence than for RLS particles, because the multiple
exposure technique is most useful where the signals from the
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labels are stable over time, for example the signals are not
subject to decay or photobleaching, and where the detection
method has a high signal/noise ratio. In many fluorescence
applications, the signal/noise ratio for example, curtails that
benefit, for example, because increasing the exposure time to
pull in weak signals also increases the inherent background
noise.

[0276] Apparatus suitable for carrying out the assay meth-
ods with extended dynamic range as described above are
compatible with the methods of the present invention. In
general, the systems are configured as described in, for
example, U.S. provisional application No. 60/317,543. Pref-
erably, such apparatus has encoded therein instructions for
performing the calculations described hereinabove.

Multi-Color Imaging and Deconvolution

[0277] In some applications, the detection and measure-
ment of only one particle type is required, while in other
applications, the detection and measurement of two or more
particle types in a mixture, including multiparticle structures,
is desirable. Itis possible and advantageous to simultaneously
assay two or more analytes in a sample by using particles of
two or more different types, as indicated by, for example, size
or composition.

[0278] Forexample, in microarray based methods of analy-
sis, the same particle type may be used to determine the
amount of binding in each separate binding zone of the array.
In other applications, such as biological cell based analysis,
two or more types of light scattering particles may be used to
identify and quantify different cellular constituents. In other
applications of the present invention, the presence and
amount of multiparticle structures are detected and measured.
In yet other applications, the distribution of particle sizes and
multiparticle structures is determined.

[0279] Asanillustration, in applications to cell biology, the
cell is a highly scattering object and contains intracellular
components that can appear as particles of various shape,
size, and color. One of skill in the art preferably uses light
scattering particle type(s) which have one or more detectable
and measurable properties which can be resolved from the
cell. For example, particles whose radiated light color(s) are
different from the scattered light radiating from the cell can be
used with a color photodetector, with appropriate discrimina-
tion methods and limiting threshold values, to specifically
detect, measure, and quantify the light scattering particles.
[0280] The choice of particle pair for two color RLS mul-
tiplexed assays is important. Assuming that the two analytes
have the same concentration ranges, two principal criteria for
selecting an optimal particle pair for two color multiplexing
are as follows. First, the peaks of the bands in the light
scattering spectra of the two particles should be far apart in
wavelength in order to minimize spectral overlap. The
amount of overlap depends on relative sensitivity and range
requirement for a given analyte in an assay. For example, for
one decade of concentration range, an overlap of about 2:1 is
generally acceptable. Preferably the peaks are separated by at
least about 100 nm, though peaks separated by as little as
about 10 nm are suitable. Second, the two particle types
should have similar light scattering cross sections which cor-
relate with the intensity of the scattered light from the two
particle types so that the particles have similar sensitivities for
analyte detection.

[0281] For example, preferred embodiments of the present
invention use gold particles. As discussed hereinabove, gold
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particles of different sizes scatter white light differently and
appear of different colors: 40 nm gold particles scatter green
light, while 80 nm particles scatter yellowish green light, and
120 nm gold particles scatter orange light. However, because
the light scattering power increases rapidly with particle
diameter, it is not preferred to use gold particles of different
colors for two color multiplexing in the case where the two
analytes have similar concentration ranges. This is because
the light scattering spectra are not far enough apart in wave-
length. Accordingly, preferred embodiments of two color
multiplexing according to the present invention use two par-
ticles with different compositions and similar light scattering
cross section.
[0282] In particular, preferred embodiments of the present
invention use a 60 nm silver particle and a 80 nm gold particle
because they have very similar light scattering cross sections
but have light scattering spectra with a sufficiently large
wavelength separation (at least 100 nm) that they constitute a
good “balanced” particle pair for a two color assay. Further-
more, the wavelengths involved have been found to be well
suited for two-color detection, for example because of their
suitable peak separation.
[0283] In order for quantitative analysis of two or more
types of particles to be reliable, it becomes important to use
software that can properly separate the signals from the dif-
ferent particle types from one another, and to independently
attribute the various signals to the concentrations of the vari-
ous analytes. In methods previously known in the art, it was
only possible to apply spectral deconvolution to assays that
have low concentrations of analytes. A goal of the present
invention is to present a deconvolution method that can be
applied regardless of analyte concentration and can therefore
operate at high particle density and at high levels of bright-
ness of scattered light.
[0284] The method described herein uses as references
pure samples of each of two particle types and introduces
linear algebraic expressions to deduce analyte concentrations
in a sample that contains a mixture of particles. Although the
discussion hereinbelow uses gold and silver particles as
examples, it is to be understood that the methods are generally
applicable to any suitable pair or larger set of particles, chosen
according to various selection criteria described hereinabove.
[0285] Certain of the following symbols, used in the math-
ematical derivations hereinbelow, have the following mean-
ings unless otherwise indicated:

[0286] n Designator for number of RLS particle types in

a mixture;
[0287] ik Designator for RLS particle type (i and k are
interchangeable);

[0288] j Designator for spectral sample;

[0289] A, Wavelength of spectral sample, j;

[0290] P, RLS particle of type, i;

[0291] P, Reference of RLS particle of type, i;

[0292] P, Unmixed RLS particle of type, e;

[0293] P, Reference of unmixed RLS particle, P,;
[0294] M Mixture of n RLS particle types;

[0295] TP,L Exposure time of RLS particle of type, i, at

Wavelenvth IS

[0296] TI—Dx Exposure time of reference of RLS particle
of type i, at wavelength A

[0297] Tp,, Exposure tlme of unmixed RLS particle of
type e, at wavelength A;

[0298] T3 A Exposure tlme of reference of unmixed RLS
particle P ‘at wavelength A
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[0299] T,, A Exposure time of mixture of n RLS particle
types, at wavelength A

[0300] Cp, Concentration of RLS particle of type i, rela-
tive to 1 convenient “unit”;

[0301] Cp Concentration of reference of RLS particle of
type i, relative to 1 convenient “unit™;

[0302] Cp Concentration of unmixed RLS particle of
type e, relative to 1 convenient “unit”;

[0303] C; Concentration of reference of unmixed RLS
particle P , relative to 1 convenient “unit”;

[0304] C,, Concentration of mixture of n RLS particle
types, relative to 1 convenient “unit”;

[0305] o, Abundance coefficient of RLS particle of
type, i;
[0306] o Abundance coefficient of unmixed RLS par-

ticle of type e;

[0307] A, Relative abundance coefficient of RLS par-
ticle of type, i;

[0308] A, Relative abundance coefficient of unmixed
RLS partlcle of type e;

[0309] prrm c», Spectral value of RLS particle of type,
i, at Wavelength A, with exposure Tp, 2 having concen-
tration Cp;

[0310] Sp,. TasCor Spectral value of reference of RLS par-
ticle of type 1, at wavelength A;, with exposure Trys
having concentration CP )

[0311] S, TpiCre Spectral value of unmixed RLS par-
ticle of type e, at wavelength A, with exposure T, h
having concentration Cp ;

[0312] Sp, TrasCr, Spectral value of reference of unmixed
RLS partlcle I—I’ , at wavelength A, with exposure, Tp. .
having concentratlon CP ;

[0313] S,, )T 1 Cor Spectral value of mixture of n RLS
particle types Vat’ wavelength, A;, with exposure, T,,
2 ,Jhaving concentration, C,

[0314] I5,, T30,C, ¢y, Intensity value of reference of unmixed
RLS partlcle, ., at wavelength, A, with exposure, Tp , ,
having concentration, CJ—D 3 -

[0315] Ip M TpCr Intens1ty value of unmixed RLS par-
ticle of type e “at wavelength, A, with exposure, Ty, ,
having concentration, C; ; and -

[0316] I, Intensity of detector in the dark at ~0 second
exposure time, D.

[0317] Itcan be further assumed that, as would be expected
by one of ordinary skill in the art, the meaning of a symbol is
appropriately modified, according to various subscripts that
are present. For example, where P, denotes RLS particle i, P,
denotes RLS particle of type 1.

[0318] In general, the process of multispectral deconvolu-
tion, or unmixing, is based on a model which equates mixed
spectra with the linear combination of weighted reference
spectra of each RLS particle type that is present. In order to
determine the amount of each RLS particle type within a
mixture, the composite spectra is unmixed into proportional
amounts of reference spectra. Therefore, the goal of RLS
particle unmixing is to deconvolve a mixture of component
spectra to discriminate one RLS particle type from another.
[0319] Theunmixing method is a mathematically complete
treatment of linear algebra and provides an exact solution for
the relative abundance coefficients that make up the linear
equations involved. However, an exact solution is only
achievable in the case when all RLS particle types are known,
and no variance is present in the reference spectra. Therefore,
the primary focus of the unmix process is centered on the
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elimination of noise from the RLS particle reference spectra.
Noise is classified as any and all contributors of variance to
the final results. There are two primary assumptions to con-
sider with respect to accuracy in implementing such a
method. The first is the assumption that the mathematical
model reflects the actual underlying physical model; and the
second is that the accuracy of the reference spectra matches
the materials in the mixture.

[0320] The system and method described herein is focused
primarily on the accuracy of reference spectra, since the
mathematical treatment of unmixing methods may be famil-
iar to one of skill in the art from other sources. Nevertheless,
the proportionality coefficients resulting from application of
unmixing methods are insufficient as a final representative
value for the application of the methods to microarrays. Thus,
an abundance to intensity transform is also derived, as
described hereinbelow.

System and Apparatus for Spectral Unmixing

[0321] The goal of applying spectral unmixing to RLS par-
ticle-based analyte detection is to determine the proportion of
each material in a mixture and to integrate the capability into
software that run on a computer system. In a preferred
embodiment, the system of the present invention incorporates
a software toolkit comprising instructions and algorithms for
performing multiplexed assays of two or more colors, i.e., to
allow separation and analysis of detected images that contain
information from two or more particle types, wherein a par-
ticle of type i, is denoted P,. In the examples discussed here-
inbelow with respect to FIGS. 6-22, the two different types of
RLS particles used are gold (e.g., 80 nm in diameter) and
silver (e.g., 60 nm in diameter), though it is understood that
particles of other compositions or sizes may be used, depend-
ing upon their RLS characteristics and the particular applica-
tion.

[0322] An exemplary piece of commercially available soft-
ware for unmixing is ENVI (available from Research Sys-
tems, Inc.). ENVI was designed for the field of remote sens-
ing and image exploitation, and contains a feature called
Linear Spectral Unmixing that can be adapted to the methods
of the present invention.

[0323] The multi-color deconvolution software described
herein is preferably incorporated within the image capture
software of the present invention, and is preferably applied in
real-time during a scanning or assay procedure. Alternatively,
the multi-color deconvolution software may be incorporated
into the analysis software described herein, or it may be a
stand-alone module. In general, deconvolution is an algorith-
mic process of extracting underlying information from mea-
sured data that comprises contributions from a number of
sources. In the present application, deconvolution attempts to
ascertain the contribution of the various components from a
mixture. In general, it attempts to utilize spectral intensity
data, i.e., data at a number of wavelengths.

[0324] FIG. 6 shows a mixed image 460 of a microarray
slide having two different types, P, and P,, of RLS particles,
80 nm gold (Au) and 60 nm silver (Ag). Each row of microar-
ray slide 460 includes spots of RLS particles composed of a
particular ratio of Au/Ag, as shown. For example, row 464 has
an Au/Ag ratio of 100/0, i.e., is comprised entirely of gold
particles, and row 466 has an Auw/Ag ratio of 0/100, i.e., is
comprised entirely of silver particles. Because each spot (in
rows other than rows 464 and 466) includes scattered light
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intensities from both particles, the relative intensity contribu-
tions of Au and Ag in a given spot cannot be seen in the image.
[0325] Referring to FIG. 7, four different images 460A,
4608, 460C, and 460D of the microarray slide of FIG. 6 were
taken after passing the illumination light through four differ-
ent bandpass filters centered at: 436 nm, 568 nm, 450 nm and
580 nm, respectively. Because Au and Ag light scattering
particles have different spectral characteristics, the relative
intensities of each row of spots are different in the different
images 460A-D. Such multispectral images may be used to
unmix the relative contributions of two or more RLS particles
in a mixture and thereby produce abundance measures of the
two types of particles.

[0326] In a preferred embodiment, band-images are cap-
tured from the instrument in sequence by causing the instru-
ment to configure each filter while maintaining a fixed optical
path with respect to the RLS particle media. This is important
for achieving spatial alignment across each band-image,
which is crucial to the success of unmixing RLS particle
mixtures. If spatial alignment is not maintained between
band-images, measurements will contain data from neighbor-
ing pixels, thereby corrupting the result.

[0327] Although two filters could be sufficient to perform a
deconvolution of two RLS colors, a preferred embodiment
uses more filters, e.g., four filters, to provide an overdeter-
mined solution. Filters are preferably used on the illumination
side of the scanner device, such as filter 217 of filter wheel
216 in FIG. 2, however other positioning, such as positioning
on the detection side of the scanner device may be used. In
another embodiment, a single tunable filter is used.

Selection of Filters

[0328] FIG. 8 shows an exemplary method 650 for select-
ing appropriate filters for the multispectral deconvolution
processes described hereinabove. FIGS. 9-16 relate to each of
the process steps 652, 654, 656, 658, 660, 662 and 664 of F1G.
8 wherein it is to be understood that the steps are not neces-
sarily to be performed in the order shown.

[0329] Ingeneral, a spectra profile is represented by a chart
that shows the response of a material to a particular wave-
length, over a range of wavelengths. If it were possible to tune
a filter, nanometer by nanometer, an almost continuous spec-
tral profile would be obtained. However, in practical terms, it
is preferable to obtain a few filters over a range of spectrum,
and therefore to consider bands of wavelengths, for example
~70 nm wide. Thus a spectral profile of a particle may be
represented, effectively, as a vector of numbers, each of which
is an intensity at a particular wavelength. A spectral value of
aparticle is typically encoded in a reference file, as discussed
hereinbelow. In determining spectral profiles, then, in order to
facilitate comparison of particle types, filters are preferably
chosen that accentuate differences between the particles, in
respect of their light scattering properties. In practice, of
course, the spectral profile is affected by other factors such as
concentration and exposure time. Filters may also be selected
to offer a high density of coverage in areas of the spectrum
where particle types exhibit similar responses. There is no
requirement that the filters are equally separated from one
another.

[0330] Atstep 652, spectraof pure particles are collected. It
is preferable to carry this out for each particle type indepen-
dently, and separately from the other particle types in ques-
tion. The spectra of the individual types of particles are stored
for subsequent use.
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[0331] At step 654, the spectra of the respective particle
types are normalized to equal molar concentration so that
spectra for each particle type appear to represent spectra that
would be obtained from solutions that have the same particle
concentrations in moles per microliter. As shown in FIG. 9,
spectra are also normalized to photon energy per mole. The
spectra are also normalized for intensity at different wave-
lengths and at different concentrations. Thus, the spectra are
subject to two different normalizations, one with respect to
light scattering power, and another with respect to concentra-
tion.

[0332] FIG. 10 shows plots of integral energy vs. wave-
length for a number of filter bandwidths, for Ag and Au
particles. Integral energy provides a measure of the energy of
the scattered light. In FIG. 10, the integral energy is the sum
of energies contributed by the RLS particles from all wave-
lengths within the filter bandwidth. Energy (in Joules/mole)
at a wavelength A is calculated from the following equation:

Nayhe
D)

DO
E (D0O)

wherein h is Planck’s constant and c is the speed of light.
[0333] FIG. 11 shows the variation of full width at half
maximum height with filter bandwidth. It can be concluded
from FIG. 11 that the shape of the integral energy spectra for
each type of particle, as given by the FWHM dimension of the
profile, is not altered significantly by bandwidth. Since the
FWHM filter characteristic is indicative of RLS particle
selectivity, the invariance of this result indicates that RLS
Particle selectivity is unaffected by filter bandwidth.

[0334] At step 656, the spectra are normalized to 1 nm
bandwidth. An energy spectrum normalized to 1 nm band-
width is calculated by determining the gradient in RLS par-
ticle integral energy over each nm bandwidth. The purpose of
this calculation is to remove the effects of filter bandwidth
from the analysis. In this way, conclusions drawn from the
resulting spectral shapes may be extended into a practical
system where one may choose to use bandwidth as an inde-
pendent parameter. FIG. 12 shows the variation of the integral
energy per filter bandwidth with wavelength.

[0335] At step 658, difference spectra are produced, as
shown in FIG. 13. It is preferable to select filters such that the
differences between the spectral profiles of the two particle
types are maximal. Difference spectra offer a way to compare
spectral profiles of the particles. Analysis of such difference
spectra permits selection, step 660, of filters in regions of
maxima and minima, as shown in FIG. 14. It is to be noted that
the spectral profiles of the different particle types are distin-
guishable from one another.

[0336] FIG. 15 shows a calibration slide as may be used in
conjunction with the method of selecting filters presented
herein. Having selected filters, images are then captured, step
662, representatives of which are shown in FIG. 16. Finally,
the linearity of the unmixed result, step 664, is analyzed to
determine filter efficacy.

Conversion of Abundance to Intensity

[0337] Effectively, abundance is a measure of the relative
concentration at any convenient unit of a given type of RLS
particle present in a sample. According to the methods of the
present invention, to separate signals from a mixture of dif-
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ferent RLS particle types into their respective components,
multiple image measurements, each captured with different
optical filters, are processed by linear algebra to solve for the
abundance coefficients of known references. Each reference
intensity is a response of a pure population of one type of RLS
particle to the illumination applied to it, and is dependent on
a number of factors, including: the particle type; the wave-
length of light at which the intensity was measured; the length
of time over which the intensity was measured; and the con-
centration of RLS particles in the sample. The resulting abun-
dance coeflicients, therefore, are proportional to amounts of
their corresponding reference, which, when recombined for
each RLS particle type in the mixture, add up to the total
intensity measured.

[0338] The methods presented hereinbelow show how the
derived abundance coefficients may be used to create an
intensity of an image as if the image had originated from a
single RLS particle type, rather than from a mixture of par-
ticle types. The principal utility of the resulting transform
from abundance to intensity is to enable users, who may be
more familiar with fluorescence imagery, to compare RLS
particle images with one another with an equivalent level of
understanding. It is to be understood that the methods pre-
sented hereinbelow are but one possible way in which a
relationship between abundance and intensity may be derived
and computed.

[0339] The relative abundance of each particle may be
derived using a multispectral linear deconvolution process,
shown in FIG. 17. Abundance is a coefficient representing a
proportional amount of material, such as an RLS particle,
relative to the sum of all abundance in all reference materials.
An abundance coefficient is derived for each reference com-
ponent using linear deconvolution of spectrally dependent
measurements of intensity from an RLS mixture, and refer-
ence intensities from known concentrations of pure RLS par-
ticles. Therefore, the resulting abundance coefficients repre-
sent relative concentrations.

[0340] Overall, as shown in FIG. 17, multispectral images
1700 are deconvoluted to produce an image stack of mono-
chrome images 1702 and an image stack of pure end-mem-
bers 1704. The pure end-members are produced with the aid
of a set of reference intensities 1706. Together, the mono-
chrome spectra and the pure end-members are processed to
give relative abundance images 1708.

[0341] FIG. 18 illustrates a preferred arrangement 500 of
bandpass filters that may be used in conjunction with methods
of deconvolution, or unmixing, according to the present
invention. To unmix a sample having two colors, two or more
bandpass filters 502, 504, 506, and 508 (e.g., as described
with respectto FIG. 7) corresponding to different frequencies
1, £2, 3 and {4, respectively, are used to capture a number of
multispectral images 510, one for each filter, and to create a
monochrome spectral image stack, or “cube”, 530. Each pixel
511 of each image 510 in cube 530 includes a particular
mixture of intensities from each particle of type P, (514) and
of type P, (516). The coloring and intensity of light scattered
from particles of type P, and of type P, appears different after
passing through each respective filter, as illustrated by repre-
sentative pixels 522, 524, 526 and 528. As shown in FIG. 18,
it is possible for multiple particles to contribute to the inten-
sity of a given pixel.

[0342] Referring now to FIG. 19, the results of applying a
linear deconvolution process to an image pixel 511 are shown.
Filters 502, 504, 506, 508 are used to create image stacks of
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pure end-member particles, e.g., pure end-member P, cube
540, and pure end-member P, cube 550. End-member cubes
540 and 550 are also referred to as spectral reference image
cubes because they contain signals from only one type of
particle. The linear deconvolution matrix equations described
hereinbelow, are then used to deconvolute the mixed pixel
images, which comprise signal from both Ag and Au par-
ticles, into separate relative abundance images 560 and 570
for each particle type, P, and P,, respectively. The spectral
reference image cubes 540 and 550 may be generated and
stored prior to the deconvolution procedure, and in some
cases need only be re-created when a new filter set is used.
[0343] Referring to FIG. 20, the reference image cubes
used in the multispectral deconvolution method of the present
invention may be generated by a method 800 using off-slide
references or a method 820 that uses on-slide references. For
example, in off-slide method 800, the pure end-member
image cubes may be generated as described hereinabove
using reference slides having Au and Ag respectively, and by
generating reference spectra 810 and 814 that are stored in the
instrument for later application to the sample mixture 812. In
contrast, the on-slide method 820 utilizes reference spectraon
the same slide 822 as the mixture, and the reference spectra
are calibrated for each slide.

[0344] FIG. 21 shows steps in an algorithm 600 for multi-
spectral deconvolution such as may be performed with soft-
ware appropriately configured according to a preferred
embodiment of the present invention. The application of algo-
rithm 600 may result in predominate intensity per end mem-
ber 630 as well as, or instead of, relative abundance 628. The
predominate frequency is derived from the shape of the cor-
rected spectrum of the spectral signature of the particles. The
shape generally resembles a bell-curve in that it is continuous
and has a single broad maximum of intensity. The predomi-
nate frequency is the frequency at the maximum.

[0345] Inapreferred embodiment, certain steps in the algo-
rithm are carried out using a region of interest (ROI) tool 610.
In particular, the ROI tool may carry out steps 604 and 606,
(see FIG. 21). The average intensities of selected regions of
interest (e.g., selected spots on an array) are calculated for
each end-member (e.g., P, and P,) in step 604, using respec-
tive end-member intensity image cubes 602. The average
intensity values are then converted, in step 606, into end-
member spectral values 608 using equation (D1), hereinbe-
low.

[0346] A spectral value is analogous to an intensity value in
a spectrum except that it is independent of exposure time and
particle concentration. A spectral value results from trans-
forming a raw intensity value into a unitless value that can be
used to capture certain properties relative to those of a particle
of another type. Exemplary steps in the transformation
include subtraction of background and normalization for
exposure and concentration. The resulting spectral value thus
has the character of an intensity but cannot be directly per-
ceived. Thus, the process of converting an intensity value into
a spectral value is effectively a normalization method in the
context of a multispectral deconvolution system since the
proportional change in scattered light intensity is strictly
attributed to the two parameters, time and concentration.
[0347] Sp P\ T, Cry the spectral value of a reference RLS
particle type, P, at wavelength A;, with exposure T3 . and
having concentratron Cp,is derrved from measured Inten51ty
value Iy, 7, P To derive the Spectral value S Ty Cr the
measured Intensr[y value Iz, T Cr is compensated for
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detector bias noise I ,, is normalized to 1 second exposure and
1 concentration unit, and described by the following Equation
D1):

I ~Ip (D)
s PediTo; Sz
Ped Ty Cp
€5 Perj P TP;’\j Cp,
wherein Iz, 7 ToniCre is the measured intensity of reference par-

tlcle of type P,, at a wavelength A, with exposure time Tp_ -
1, is the 1nten51ty of detector D in the dark at ~0 second
exposure time. The terms “unmixed” and “reference” are both
used in order to distinguish the fact that the reference for a
given unmixed RLS Particle is just one of many references in
the system.
[0348] Similarly, intensity values for each mixture intensity
image cube 620 (i.e., a generalized representation of image
cube 530 of FIG. 19) are converted in step 622 to spectral
values to create a mixture spectral value image cube 624. The
equation used in step 622 to compute the spectral value S,,
ATy i of a mixture of M RLS particles, at wavelength A,
with e exposure TMX is:

IM/IjTMAJ_ -Ip D2)

SmaT, =
T Tur,Cnt

wherein the concentration, C,~1, ImT is the intensity of
mixture M, at a wavelength A, with exposure time Tm The
concentration of the reference RLS particle is relative to
“unit”. The unit is arbitrary but is preferably the same as the
unit of abundance. In one embodiment, the unit may be par-
ticles per square micron. The expression on the right hand
side of equation (D2) has a concentration of 1, implicitly,
because it refers to a mixture and therefore is expressed
relative to a particle reference concentration.
[0349] Theresulting image cube of spectral values 624 and
the end-member spectral values 608 are processed by a linear
unmixing module 626 to derive the relative abundance 628
for each end-member, as shown hereinabove with respect to
FIG. 19.
[0350] Ina preferred embodiment of algorithm 600 of FIG.
21, the end-member abundance measures 628 are converted,
in step 630, into predominate intensity values, I, , for
each end member using the following equation:

PpTppCre’

(D3)

Ap, Tux

Cp.SP s SMA Ty ;
Pe P;AJTE/\J_CH JTM ey FMA

3 frersmm )

wherein 1, is the predominate frequency of P, and A, is an
abundance coefficient of RLS particle of typei. The predomr-
nate frequency is derived from the shape of the corrected
spectrum of the spectral signature of the particles. The shape
generally resembles a bell-curve, in that it is continuous and
has a single broad maximum of intensity. The predominate
frequency is the frequency at the maximum.

IPL,AJ-TMJ_ cp, = +1Ip
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[0351] Although algorithm 600 is shown in FIG. 21 as a
stand-alone module, it is preferably integrated into the overall
use of scanning instrument and computer device and operates
in real-time. For example, as shown in FIG. 22, the mixed
RLS images 852 are captured and stored using the scanner
control and capture modules 410 and 420 as described here-
inabove. In particular embodiments, images are captured
using Genicon ICS-501 Image Capture Software available
from Genicon Sciences, Inc. and used in conjunction with a
CCD. A multispectral image quantification module may be
used to generate RLS Particle end-member reference files.
The deconvolution module (the Genicon Separator) 860 can
incorporate a graphical user interface 862 such as RLS Dual
Color GUI, available from Genicon Sciences, Inc., to permit
an operator to control the deconvolution algorithms and pro-
grams. Linear unmixing Library 864 may be incorporated
from Research Systems, Inc., as may an IDL Library 866,
which is an image description language for managing and
processing image data. In other embodiments the deconvolu-
tion algorithms and routines are implemented automatically
without user intervention. The individual end-member
images 870 are subsequently analyzed 874 using an analysis
module 872 such as ArrayVision, available from Imaging
Research, Inc., as described hereinbelow. In general, as used
herein, “pure images” arc the unmixed and end-member
images, and “residual images” are intensity values from origi-
nal mixture images that remain unassigned.

Derivation of Spectral Amplitude from Abundance Coeffi-
cients

[0352] In order to obtain relative abundance images for
each particle type, appropriate spectral values must be
obtained. The derivation presented hereinbelow produces an
expression for the spectral value, S P T i of an unmixed
RLS particle type, P,, in terms of the spectral value, S,, Wy
w¢,, from amixture of RLS particle types, M. This is achieved
by determining the spectral value of the unmixed RLS par-
ticle type relative to the spectral value from a mixture of RLS
particle types, using simple substitution and linear algebra, to
solve simultaneous abundance equations. Abundance equa-
tions originate from the principle that the total amount of
energy scattered by RLS particles in a mixture is equal to the
sum of the energy scattered by each type of particle in the
mixture, in proportion to its concentration. This principle was
determined by Applicants during development of the present
invention.

[0353] An abundance coefficient associated with each RLS
particle present at a reference concentration is a mathemati-
cally derived quantity defined to represent the proportional
amount of energy which that type of RLS particle has con-
tributed to the total amount of scattered energy. Using discrete
spectral observations of a RLS particle mixture, separate
linear summations of abundance energies are formulated and
subsequently solved for abundance coefficients which are
ultimately used in representing RLS particle type component
energy terms. These component energy terms are finally
expressed in terms of the total energy observed in the mixture.
The derivation proceeds as described hereinbelow.

[0354] Deﬁne the spectral value, S P T of unmixed
RLS particle type, P,, at wavelength A, with exposure T Py
and having comceniasin Cpp S €quial to the product of abundance coetfi-
cientop ¢, , of unmixed RLS particle type P, having concen-
tration Cp , and the spectral value, Spe,v_ o Cry of a reference
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RLS particle type P,, at wavelength A, with exposure TT’,.J»,'
and having concentration Cp , as in equation (D4).

SPE)‘jT Pe?»jCPezaPecPeSpe)‘j TP;CPe (D4)

[0355] Assume that the spectral value, S,,,; . .~ ,of a
. ., 5 Tar 3 Car R
mixture of RLS particle types, M, at wavelength, A ,, with
exposure, Ty, , shaving concentration, C,,, is equal to the
sum of n spectral values, S P2 T Cip of unmixed RLS particle
types, P,, at wavelength, 7»]., with exposure, T,, o having

concentrations, Cp, equation (D5):

u (D5)
SMAjTMAjCM = Z SP[/\]TMAJ_CP‘.

[0356] Substitute equation (D4) into (D5) while exchang-
ing i for e to represent each unmixed RLS particle type, P,.
The result is that the Spectral value, S,,, 7. . ¢ ,of a mixture
L3t 1 s’
of RLS particle types, P,,, at wavelength A, with exposure T,,
% having concentration C,, is equal to the sum of n products
of abundance coeflicients .5, and_ spectral values, Sl—pikj TppC
7, of reference RLS particle types P,, at wavelength A, with
exposure, T3, , having concentrations Cg, as shown in equa-
tion (D6).

(D6)

n
SWjTMAjCM: § aPiCPiSTT/\jTP?AJ_CP?

i

[0357] Abundance coefficients, opc, are solved from
equation (D6) by computing a linear matrix of simultaneous
equations, one equation for each spectral observation at
wavelength A, where j=i.

[0358] Further, define abundance coeflicient, op (. as
equal to aproduct of the relative abundance coefficient, A, .,
of unmixed RLS particle type P,, having concentration Cp,
and the sum,

n

Z apy, Cp,>
k

of n RLS particle type abundance coefficients o, ¢, , of RLS
particle type Py, having concentration, Cp,, contained in the
mixture:

7

n
ar,cp, = Arecp, {Z aPkCPk]
X

[0359] To eliminate the abundance coefficient o5 ¢, from
the spectral value, S,/, 7. . ., of amixture M of RLS particle
T3 3t
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types at wavelength A, with exposure T,,, , and having con-
centration C,,, equation (D7) is substituted into (D6):

n

n (D3)
SM/\J-TMAJ_ = E Apicp, [Zk] ar,cp, ]‘5‘7’7/\1-7751@7r

[0360] To eliminate the abundance coefficient o,

. N eCe, from the
speatral valie Sp, ) 7., » Of uUnmixed RLS particle type P, at wave-
length A, with ‘exposure T, »» and having concentration Cp,

equation (D7) is substituted into (D4):

n

D9)
SperjTp,;Cp, = APecp, Zk: P Cp,

5.
]Paa?

[«
j Pe

[0361] To determine the spectral value, S Ty Crr of
unmixed RLS particle type P, at wavelength A, with expo-
sure T, , , having concentration C,, relative to the spectral
value, S, , ., of a mixture of RLS particle types M, at

5 . :
wavelength'A, with exposure T, , and having concentration
C,,, equation (DY) is divided by (D8):

n
Ap.cp, Z ap,cp,
B

SM/IJTMAJ_CM n n
: APfCPk Z
- B
7

APECPE Spa

(D10)

N
P ;T C.
SP,/\jTP!AjCP! ] TP P

ap,cp, [Sp
% P,(]EAJ o,

TP ;P2

n
[ E AP;CPk Sm fTWj CF.‘]

i

[0362] Solving equation (D10) for the spectral value, S ,-
i Cr of unmixed RLS particle type, P,, at wavelength, A,
with exposure, T, , and having concentration, C,_leads to
the following expression:

APeCPL,SP?Aj ijP: (D1

SP!’\jTP,AjCP, =SMHTMAJ-CM[ n

Ap;cp, Spor
iCP P T Gy
7

Derivation of Intensity from Spectral Amplitude

[0363] Itis also important to show how the spectral values
described hereinabove can be calculated from the actual mea-
sured intensity values acquired from the RLS detection
instrument. A number of factors is involved. The detector is
typically subject to noise in the form of a low-level bias,
which preferably is first subtracted from the measured read-
ing to exclude it from the unmixing process. Additionally, the
exposure time is dependent on wavelength and must therefore
be normalized across spectral observations. Finally, the rela-
tive concentration between each reference RLS particle type
is preferably normalized to 1 concentration unit when mea-
suring reference spectral values. This is carried out to enforce
proportionality, which is assumed to be the condition by

32
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which the relative abundance coefficients are derived. The
derivation of intensity from spectral values for reference RLS
particle types and mixtures of RLS particle types is described
hereinbelow.

[03§4] The spectral value, S,—JEL_TMJCPE, of a reference RLS
particle type, P,, at wavelength, A, with exposure T55, o
concenaion 3 , ANl be derived from a measured intensity value,
P Ty Cry To derive the spectral value, Sp; 7. ., , the mea-

red intensity value I i ated for detect
sured intensity value Iy, 5, -, is compensated for detector
bias noise I, and is normalized to an exposure time of 1
second and 1 concentration unit, after which the spectral

value is described by equation (D12):

I -1 12
s p;,\] TP;)LJ- CP; D (D )
Ped jrﬁlj e = T”?*j Cp

[0365] The spectral value, SP,_,xj Tpacp, OF an unmixed RLS
particle type, may be calculated as if it were derived from a
measured intensity, L piTpascae according to the following

relationship:

[P(lept)\j cp, —Ip (D13)

Spoa: =
PedjTpoa; CP, Tp,a;
J

where the spectral value has been compensated for detector
noise, I, and normalized to a 1-second exposure.

[0366] The next step is to derive an expression for the
intensity of the unmixed RLS particle type relative to the
intensity of the mixture. Therefore, substitute equation (D13)
into (D11):

_ Ap,cp Sty D14)
IPeleFL,AjCPL, Ip s eCP, EAJTP;AjCP;
T = OMA Ty . C

TPe/\j J M)\J M n
Ap;Cp, S ;
iCpy, PP JTF;/\,-CT?
i

[0367] Before solving equation (D14) for RLS particle
intensity, [ P\ T Cr itis important to recognize that the expo-
suretime, T, , of the unmixed RLS particle type, P.., is equal
to the time, TA; »» Of the mixture of RLS particle types, i.e.,

TP,_,L)-:TM}\j (D15)

[0368] Accordingly, substituting equation (D15) into
(D14) and rearranging results in an on for the intensity, I ,-
¢,» ©f unmixed RLS particle type, P,:

Trery

Ap, c SM/\jTMlj cn T (D16)

Pe

”
E Ap.cp Spy
PiCry PPt jTh ; Cpr

i

CPESH’\J'TP;AJ-

+1Ip

Ipa; Tpa;Cp, =

Derivation of Region of Interest Spectral Amplitude from
Pixel Intensity

[0369] In order to carry out linear unmixing, step 626 of
FIG. 21, a single average spectral value for representing ref-
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erence RLS particle types, P, is used and is derived hereinbe-
low. Each average spectral value is one amplitude value
amongst others that make up a spectrum for a reference RLS
particle type, P,. The spectral value is normalized for expo-
sure time and relative concentration, and acts as the definitive
signature for use in the linear unmixing matrix. The deriva-
tion of the spectral value utilizes the definition of a spectral
value, as described by equation (D12).

[0370] Note that equation (D12) applies to a single inten-
sity value, or pixel, q. Equation (D17) is equation (D12)
restated with a subscript notation that explicitly associates a
pixel, q,, with a closed sub-Region of Interest (“SubROI”),
U:

I -1 D17

S ) WP, Caurr p (D17)
WP Ty P Caus T, 7, Caur

[0371] First assume that each pixel, q,, within SubROI U,

may be treated equivalently. Therefore each pixel, q,, con-
tains a reference RLS particle type P,, at wavelength A, with
equal exposure T, P and having equal concentratlon C,2.
relative to one anot er throughout U. That s, the total number
of pixels, Q,, within U, make up a populatlon with zero
variance in both exposure and concentration. Thus, a single
designation forexposure, T, Ty and concentration C for
all the pixels, Q,, within U, 1s introduced:

OuP?

T Upi)”j:TQUpi)”i (D1y)

Cop=Coyr (D19)

[0372] Therefore, applying equations (D18) and (D19) to
(D17), and defining an average spectral value, SQ P TgumniCou
7, based on all the pixels, Q,,, within U, containing reference
RLS particle type P,, at wavelength A, with exposure, T, W
and having concentration, Cop» an expression for
becomes:

ou (D20)

I

P;T c
WIS qu P “au P
= q

S = ]
PAT, Co, P D
QuFiA QuP; Cutt TQUWM'CQUWQU

[0373] Equation (D20) applies to SubROI, U, and is useful
for cases where only one SubROI is found in the region of
interest. It is desirable to generalize a solution for when an
ROI is made up of multiple SubROI’s. The reason why it
would be useful to include multiple SubROT’s is based on the
supposition that variances in the response of RLS particle
types, as a function of concentration, will be more accurately
reflected in the ultimate reference Spectral value. Further-
more, it is expected that a calibrated linear dilution series of
SubROI’s will normally be available to provide useful data
for determining the linear response range over which Sub-
ROTI’s apply.

[0374] Early results with the program ENVI (available
from Research Systems Inc., Boulder, Colo.) and initial
results with Genicon Separator (available from Genicon Sci-
ences Corporation, San Diego, Calif.), show a high degree of
sensitivity to the size of the ROI. It is worth noting that the
statistical population of a SubROI, on its own, does not
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strictly adhere to the assumption that the pixels have a uni-
form concentration of reference RLS particles. Therefore,
individual SubROTI’s already supply a statistical sampling of
concentration variance, but unfortunately the variance is gen-
erally unknown. By contrast, in the approach described here-
inbelow, multiple SubROI’s are provided that offer an explicit
description of concentration variance, by virtue of the known
relative concentration values of the dilution series from which
they originated. Overall, the increase in population of pixels
across a wide variation of concentrations is statistically robust
because increasing the population increases the sample set
and the variance therein.

[0375] FIG. 23 shows results of unmixing of 2 particle
titration spots.
[0376] Proceeding with the derivation, a group of SubROI’s

called a Region of Interest (ROI), R, is introduced, wherein
each SubROI has the same reference RLS particle type, P, and
wavelength, A, The average ROI spectral value, S, 5,
o is based on all spectral values from all Sude]
Using the notation introduced by equation (D17), the spectral
values, S, ». TP Cog P of all pixels from the SubROI'’s, of the
ROI, are summed together, then divided by the total number of
pixels. This calculation can be carried out without any further
weighting, because each pixel’s spectral value is already
normalized for detector bias noise, I, normalized to 1 sec-
ond exposure and to 1 concentration unit. Thus:

Pi

Ug Qu ©21)
S, P
Pk TquTWj auPi
5 =7
QRFi"jTQREAj CopPr Ug Oy
22 Gu
“ q

[0377] Equation (D21), together with equation (D17),
enables the calculation of a normalized spectral value for each
reference RLS particle type.

Derivation of Direct Comparative Intensity Constraint

[0378] It is also possible to determine the conditions that
permit the intensity 1, DT Cpy of unmixed RLS particle type
P, atwavelength A, with exposure T 8,01 nesing coppenation cFo2 10 D€
'8

d1rect1y compared with intensity I ;_ TpaiCre of unm1xed RLS
particle type Pg, at wavelength A, with exposure Tro, v e
comenration ¢ p, . Direct compatrison of i 1nten51t1es is useful because
it enables a user to use ratiometric values (for example for use
in 2 color gene expression array analysis), without the need to
normalize the intensities prior to generating the ratio. The
absence of normalization is an important step in achieving
transparency in ordinary laboratory operation, a feature that is
absent from current practice in competing technologies, such
as assay-based fluorescence labeling and detection.

[0379] The purpose of deriving a condition that permits the
unmixed intensities of each RLS particle to be directly com-
pared, is to explicitly show that the presentational intensity
ratios are equivalent to the underlying abundance coefficient
ratios. In the end, both ratios should be the same, so this
method offers an opportunity to exploit the differences
between the two ratios as a means for enhancing system
performance.

[0380] Initially, a concentration ratio, R, ¢, , is defined as
the ratio of the concentration Cp, of unmixed RLS particle
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type Py, to the concentration C, of unmixed RLS particle
type P,, where unmixed RLS particle types P,, and P, are
from the same mixture:

Cp, (D22)
fenre = G,

e

[0381] Itis asserted that the concentration Cp,, of unmixed
RLS particle type P., and the concentration Cp, of unmixed
RLS particle type P, are equivalent to respectively, the relative
abundance coefficientAp -, ofunmixed RLS particle typeP.,
having concentration Cp , and the relative abundance coeffi-
cientAp ., of unmixed RLS particle type P, having concen-
tration Cp:

Cp=Ap,cp, (D23)

(D24)

Cp=Ap.cp,

Thus, by combining equations (D22), (D23) and (D24), the
concentration ratio, R, ., may be stated as:

Apx
R, =
CrsCPe T A,

h, 25)

cp,

[0382] The intensity ratio Ry, ;.. is defined as the ratio of
intensity I P\ T Cre of unmixed RLS particle type P, and the
intensity I PO T Cre ofunmixed RLS particle type P,, both of
which are independently compensated for detector bias noise
I, wherein the unmixed RLS particle types P, and P, are
from the same mixture:

IPS/\J-TPS/\J. cp, = Ip (D26)
R =T
ipglp, lpzljrpelj cp, = Ip
[0383] Equation (D16)is substituted into equation (D26) to

derive a simplified expression for the concentration ratio:

Apscp, Sr e (D27)

"
[ E [AP;'CP‘-SF?)\J- F/\_CF]]
i A Pi

i

SMAJ-TM,\] Cay T

SM/\J'TMAJ. cpg Thaa

+Ip—-1Ip

Rip 1p. =
PP,
s ' Pe Ap,cC P, Sﬁf‘ij;,\j CP;

n
[ [AF[CPi S)ri/lj 7rAICTF]]
Z i Fi
P

A S.
PsCpg PPs jTK/lj Cpe

+Ip—-1Ip

T Apcp S,
PeCp, P;l\jTP;/\j Cp,

[0384] Equation (D28) is now introduced to achieve a con-
dition whereby either the concentration ratio R, ¢, or the
intensity ratio R, , , will produce the same results, i.e.:

RepcpRepgp,(D28)
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[0385]

gives:

Substituting equations (D25) and (D27) into (D28)

N

T (029)

Apc
Apscp, s%Ps

APgCPe APgCPe SEAJT‘P;/\J- CP;

[0386] Simplifying equation (D29) gives:

(D30)

S
Pod Ty, C
€L P P

[0387] The conclusion drawn from equation (D30) is that
the spectral value, at wavelength A, of reference RLS particle
type P, with exposure T3, , and having concentration Cp,
must be equal to the spectral value of reference RLS particle
type P,, with exposure T , , having concentration Cp, for the
condition of equivalency between concentration ratioeRCPSC "
and the intensity ratio R, , , equation (D28), to be met. fa
practice, this can be achieved by determining the wavelength
A, at which both the spectral value of reference RLS particle
type P,, and the spectral value of reference RLS particle type
P, are equal. This particular spectral wavelength is referred
to as the “isosbestic” wavelength.

[0388] Inpractice, the isosbestic wavelength is convention-
ally the center wavelength of a spectral band defined by the
bandwidth, or full-width at half maximum height, associated
with the optical filter used in measuring the intensity signal.
However, absolute equivalency is hard to achieve, so the goal
of'implementing a system with this requirement is preferably
to minimize the error between the reference RLS particle
spectral values within the isosbestic band. This can be
achieved by modifying the center wavelength, bandwidth or
RLS particle characteristics. As described hereinabove,
monitoring the difference between the underlying abundance
coefficient ratio and the intensity ratio offers a means for
meeting system convergence. Thus, if we have an isosbestic
wavelength, it is possible to use the observed difference as a
measure of convergence, in an iterative manner. As such, the
error between the reference RLS particle spectral values
within the isosbestic band can be minimized through modi-
fication of the isosbestic filter characteristics, while keeping
the RLS particle characteristics constant.

[0389] Theuse ofanisosbestic band for transforming abun-
dances into intensities is required to enable direct ratiometric
comparison of intensities, as if they were abundances. This is
animportant constraint in an RLS detection system, and helps
to reduce systematic workflow requirements. Furthermore,
having a closed solution for transforming data between these
two representations by way of an optical processing element
(the isosbestic band filter) offers a novel way to uniquely
exploit microarray imagery. Also shown was a means to
directly access abundance data, on a pixel-by-pixel basis,
offering an opportunity to generate microarray regulation
imagery. Subsequent use of such imagery for quantification
and segmentation applications is possible.

Application of Abundance Ratio to Regulation Imagery

[0390] It is also possible to apply Abundance coefficient
ratios to directly generate regulation imagery (i.e., images
that provide visual insight into regulation and automated
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quantification of gene regulation as described in FIG. 24), for
segmenting microarrays on a pixel-by-pixel basis, prior to
transformation into intensity imagery. Such an approach
would effectively partition signal obtained from a microarray
feature into an “up” and “down” regulation set of intensity
images, that act to partition the microarray image data prior to
analysis. Since any one microarray feature, or spot, is nor-
mally associated with either “up” or “down” regulation as a
whole, this new capability would act to filter out those pixels
within an individual feature that are not performing as
expected. Presumably, those filtered pixels represent noise or
morphological structure that is undesirable in a quantitative
analysis.

[0391] FIG. 24, shows an n-particle system whereby each
unmixed particle abundance value, on a pixel-by-pixel basis,
is used in a ratio relative to a control abundance. The ratios are
clipped to some expression-level of interest and scaled into
the appropriate “up” or “down” regulation image. Any num-
ber of follow-on applications are implied by quantification
using a computer program such as Array Vision. For example,
the regulation images may be quantified by themselves to
provide average “up” or “down” regulation values, on a fea-
ture-by-feature basis; or may be used as a pixel mask to filter
intensity imagery prior to presentation and quantification.

Artifact Rejection Techniques

[0392] Artifact rejection techniques operate in a similar
manner to the de-convolution method described above, in that
filtered images are analyzed at the peak wavelength of the
particle of interest, and at one or more off-peak wavelength
positions. Gold or silver RLS particles will have the greatest
signal at the peak wavelength of the particle type, while dust,
salt and other artifacts will scatter more efficiently at other or
multiple wavelengths. Off-peak wavelength images are com-
pared to the peak wavelength images from the particle, and
pixels containing signals identified as contamination can be
flagged and later removed from quantification processes.
Expand this to cover example 5

[0393] While described herein for RLS, the approaches of
the present invention could also be applied to improve per-
formance and data quality for other signal generation and
detection system wherein increased resolution and improved
quantitation of signal/background in cases where having a
level of spectral overlap among system labels or among sys-
tem labels and sources of background is desired.

[0394] In summary, equations (D11) and (D16) represent
the final useful expressions for transforming Abundances into
Intensities. Equations (D21) and equation (D17), are used to
prepare the reference RLS particle type spectral values. Equa-
tion (D16) is used to transform the unmixed RLS particle type
spectral values into intensity values as if the RLS detection
instrument had acquired the intensity values directly. The
expression (D16) may be used in preferred RLS detection
system(s) to directly transform the output from the deconvo-
lution software, e.g., Genicon Separator software, on a pixel-
by-pixel basis. Overall, this transform should eliminate most,
if not all, of the negative abundance coefficients resulting
from the unmix process. Further improvement in end-mem-
ber representation can be achieved by incorporating a linear
normalization strategy as discussed hereinbelow against the
concentration dilution series used in the SubROI’s. This can
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readily be achieved using the data collected from the images
and the relative concentration values provided by the user.

Data Analysis Module

[0395] The images that result from, e.g., spectral deconvo-
lution, effectively capture the state of a microarray assay by
digitally sampling the end product of various biochemical
processes. Within a digital image, each pixel encodes indi-
vidual sensory readings, which are eventually classified into
signal categories. It is preferable to carry out a transformation
from image space to feature space. In this transformation, an
image is represented by pixels, and an example of a feature is
a spot on a microarray slide. Such a transformation is referred
to as segmentation Determining whether a pixel contains one
form of signal or another is part of such a segmentation
process. For example, a pixel may contain dust particles as
well as RLS particles. The overall segmentation process is an
algorithm-based statistical selection that results in a fully
qualified spot—absent artifacts. A fully qualified spot is one
that has been quantified with only those pixels that are valid as
coming from something of interest, for example a RLS par-
ticle, and not dust or some other artifact. Quantifying the spot
results in a single integrated value that can be combined with
the quantified results from a second microarray sample, usu-
ally a control sample, and is then expressed in the form of a
ratio. Ultimately, it is this ratio that is used when carrying out
quantitative analysis of the various spots. However, before
ratios can be compared within a given study, spatially diverse
controls, i.e., controls at various locations on the assay slide,
must be examined for equivalence, and adjustments applied
to non-control spots based upon the outcome of such an
examination.

[0396] According to the methods of the present invention, a
systematic, mathematically derived solution to this problem
can be used with a number of different assay methods. While
this solution is preferably applied to RLS-based assay meth-
ods, it can also be used with other types of labeling and
detection methods, such as fluorescence-labeling and detec-
tion.

Overview of Linear Normalization

[0397] One type of data processing involves data normal-
ization. Such methods are particularly applicable to microar-
ray data analysis. Normalization methods address the issue of
how to conduct relative comparisons among large numbers of
samples that have been measured under heterogeneous
experimental conditions. It is to be understood that heteroge-
neous experimental conditions are those for which one or
more parameters is not constant from measurement to mea-
surement. Examples of such parameters include temperature,
intensity of illuminating beam, presence of impurities, con-
centration of analyte, concentration of RLS particle, and pres-
ence of moisture in the ambient air. Therefore, the method of
the present invention corrects experimental data for such
heterogeneous effects before undertaking further analysis.

[0398] The normalization method of the present invention
normalizes quantitative data from microarray assays, thereby
effectively compensating for distortion from numerous
sources of variation both inside and outside the system. Such
distortions are typically caused by uniformly additive effects
in the sense that they apply equally to all samples and are
independent of one another. The normalization method of the
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present invention may work with spectral values, for example
as computed by methods described hereinabove, or directly
with raw intensity data.

[0399] Quantifying a microarray feature results in a single
integrated value that may be compared with the quantified
results from a second microarray sample, usually a control
sample. Such a comparison can be expressed in the form of a
ratio. However, in respect of variance, the control sample
typically is no different from the experimental data sample.
The method of linear normalization of the present invention
uses regression analysis, which makes an underlying assump-
tion that the control, or independent variable, is non-variant.
Therefore, whether one chooses to use linear normalization or
not, the question remains, which of the two data sets is better
to use for the independent control when expressing a com-
parative result in the form of a ratio? The answer is that either
data set is adequate, but that the two results are only mean-
ingful if they exist in the same spatial coordinate framework.
Linear normalization introduces such a framework to facili-
tate comparative expression analysis. It is important to note
that the linear relationship that the method introduces docs
not rest on any assumption of linearity within the data, but
merely expresses a relationship in a linear form for math-
ematical convenience and ease of representation.

[0400] The normalization method described herein
assumes a knowledge of integrated light intensity values from
fully qualified replicate control spots within and across the
microarrays under study. Replicate control spots are paired
up, between control and sample. For example, there is an
equivalence between a feature in a first population and a
replicate feature in a second population. Such control spots
are referred to as spatially diverse controls and serve to pro-
vide a representative sample of various heterogeneous con-
ditions that might distort the assay data. The method for
correcting for these effects described herein is applicable if
these spatially diverse controls are available in the assem-
blage of microarray spot data. Preferably the controls are
distributed across a slide or microarray in a fashion that
corresponds to the way in which the slide was prepared. For
example, there can be one or more systematic errors in the
spotting process of preparing a microarray or in its fabrica-
tion, that arise temporally or geographically across the array.
It is preferable for the control spots to account for such varia-
tions. Thus, in a less preferred embodiment, the control spots
are distributed randomly.

[0401] In general, the normalization process of the present
invention involves applying a corrective model derived from
control features, to adjust data from non-control features.
When applied to microarrays, the non-control features are
microarray elements whose expression intensities are mea-
sured under ordinary experimental conditions. Control fea-
tures are typically specific microarray elements that express
at theoretical a priori known levels, relative to other elements
in the same microarray or to another external reference. Dif-
ferences between actual and theoretical expression levels
within the control data set are exploited by deriving a linear
model through use of simple statistical methods. The result-
ing linear model typically varies from the ideal because of
heterogeneous conditions that occur throughout the experi-
ment.

[0402] The derived linear model from the control set, when
reapplied to the control set, results in ideal conditions set forth
by theoretical a priori expression levels. This linear model is
a mathematical relationship between experimental and theo-
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retical results, and produces’ a transform that corrects the
control data in this way. Therefore, this normalization method
applies the mathematically derived linear transform to the
non-control set, as if the non-control set had been affected by
the same heterogeneous conditions as had the control set.
Once the non-control data set is corrected, normal analytical
procedures, such as ratiometric expression analysis, can then
proceed with higher confidence. The net effect of this method
is to orient each data set into a common coordinate space
before comparing the sets to one another. Thus, variations due
strictly to misalignment of independent coordinate systems
are eliminated. The result is that remaining variations found
in a comparative analysis are more likely to be the result of
actual variation due strictly to the experimental conditions
under study.

[0403] When carrying out ratiometric analysis, it is pre-
ferred that a ratio of interest is at least 2:1, though in other
embodiments ratios of 10:1 and 50:1 are useful.

Linear Transform Normalization

[0404] In the present linear transform normalization
method, replicate control spots are interspersed within and
across microarray assays to compensate for fluctuations that
arise from biochemical processes and measurement uncer-
tainties. In the normalization method of the present invention,
there is no assumption of linearity in the intensity data. Two
primary assumptions are that replicate control spots express
equally, and that assay and system variations contribute uni-
formly. In real situations, as described hereinabove, there are
many internal and external sources that contribute to undesir-
able system variations. However, by including an ideal set of
scattered replicate control spots, the normalization method
presented herein is likely to compensate for the additive effect
of'such contributions. The actual genetic makeup of the spots
is not considered to be especially relevant to the method,
although it is of course important to the researcher in design-
ing a suitable assay.

[0405] Nevertheless, normalization is not intended to
replace good experimental practice nor instrumentation
design. Therefore, because the accuracy of regression analy-
sis depends on the degree of scatter in the data, the more linear
the data in the first place, the more accurate the regression
model. As is understood by one of skill in the art, linear
regression uses the method of least squares for determining
the best-fit line for the given data. Thus, as described herein-
above, the regression model assumes that independent
sources of fluctuation are applied uniformly across the data
elements (spots) and add linearly. Given such an assumption,
replicate control spots are used to determine a least-squares
regression line, represented by a slope (m), and y-intercept
(b). These values are then used in a linear transform equation
that, when applied to the original dependent replicate control
spots, results in a new regression line that has a slope exactly
equalto 1 and a y-intercept exactly equal to 0. A derivation of
the linear transform equation is outlined as follows.

[0406] A given data set comprises data points X, and Y,,
such that x,, is a subset of independent variable X,,, and y,, is
a subset of dependent variable Y,,. Assuming that x,, and y,,
are related sets (replicate control spots) such that for each
value of x,, there is a corresponding value of y,, that is
expected to experimentally express equally to X, the best-fit
linear regression line for the related data {x,,:y,,} is:

Viu =X, +b (N1)
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wherein x,,=spot intensity of independent variable, y,,=spot
intensity of dependent variable, m=slope of replicate control
spot regression line; and b=intercept of replicate control spot
regression line.

[0407] The calculations for m and b are based on the fol-
lowing best-fit least-squares formulae:

_ 20 ) )
n(E %) - (Lx)?
and
b= ) =00 ) (N3)
(Lt - (Ex?

wherein n=number of spots included in analysis,
x=independent variable, and y=dependent variable, as would
be known to one of ordinary skill in the art.

[0408] Let there exist a best-fit linear regression line:

=, N4
V=M%

wherein x,,=spot intensity of independent variable,
y',~normalized spot intensity of dependent variable;
m'=normalized slope of replicate control spot regression line;
and b'=normalized intercept of replicate control spot regres-
sion line.

[0409] Solving (N1) for x,,:
X =(V—b)im (N5)
[0410] Solving equations (N4) and (N5) simultaneously,

results in a relationship between the original linear regression
line and a new regression line:

Vo (m/m)(y,,~b)+b’

[0411] Let there exist a new normalized regression line
having a slope of 1, and a y-intercept of 0, i.e.,

(N6)

m'=1 (N7)
b'=0 (N8)
[0412] Solving equations (N6), (N7) and (N8) simulta-

neously results in a linear transform equation that, when
applied to the original replicate control spots, dependent vari-
able (y,,) will produce a linear regression line that has a
y-intercept equal to 0 and a slope equal to 1:

Vo= Gm=b)im

[0413] Equation (N9) represents a linear transform model
which estimates the characteristics of the linearly additive
effects that cause variation across the replicate control spots.
To complete the normalization process, the transform is
applied to the balance of dependent variable data set, Y,
thereby producing normalized assay data.

[0414] While the present method is designed to produce a
linear regression line with slope equal to 1, and intercept
equal to zero, the method could be modified to produce linear
regression lines with different slopes and y intercepts. Nev-
ertheless, lines whose slopes are equal to 1 and whose y-in-
tercepts are equal to zero are preferred.

[0415] Although the method of linear normalization
described hereinabove is normally applicable to replicate
control spots paired across experiments, it can also be ben-
eficially applied in the context of a single experiment. That is,
by adding replicate control spots to a single experiment, nor-

N9)
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malization would be applied in the same manner to compen-
sate for local intra-experiment fluctuations. Localized areas
of reduced signal within an experiment may be spatially
dependent and may therefore fall outside the general assump-
tion of linearity. Such anomalies are preferably excluded
from analysis and flagged as indicators for use in quality
control of processes that are carried out prior to the analysis.
[0416] Once outliers are removed from consideration in the
analysis, and additionally, or in the alternative, quality control
measures are used to correct spatial or other non-linear
effects, intra-experimental quantification values can be nor-
malized reliably. To correct for global inter-fluctuations that
occur between experiments, the same linear normalization
procedure is reapplied across all experiments under investi-
gation, using the paired replicate control spots, and the
respective normalized intensity values. Overall, such a pro-
cedure results in a more finely controlled effect as compared
to a single application of the process. Whether normalization
is pursued from a biochemical, instrumentation, or quantifi-
cation perspective, the process is highly beneficial.

[0417] TItis useful to relate the general concept of a coordi-
nate system in which all data resides, to the normalization
strategies described hereinabove, in order to better under-
stand why normalization is so important. The best-fit regres-
sion line through a data set represents the principal axis of the
data set. Each data set has a principal axis. (In data sets that
include mixed classes of data it can be shown that more than
one principal axis exists.) Without normalization, when one
data set has a different axis from another data set, compari-
sons made between the two sets are questionable. The goal,
therefore, is to bring each data set into a common coordinate
system by manipulating the individual principal axes into
coincidence. Thus, one can visualize the process as a trans-
lation and rotation of the original data set into a coincident
coordinate system that is the same as that of the control data
set.

[0418] Nevertheless, with regard to detecting outliers in
intra- or inter-experimental data, it is desirable to determine
the statistical sampling requirements for the paired replicate
control spots in order to attain robust results from the normal-
ization process. Replicate specification is important for
enabling the detection of a desired fold change, determining
which replicate spots are poorly reproduced, and overall,
which expression changes are statistically significant. In the
context of an assay, a fold change is the level of measured
difference in gene expression level for a given gene in a
sample relative to a control sample. For example a 10 fold
change in expression would be found if the EGF receptor is
expressed in cancer at a level that is 10 times that which is
measured in normal tissue. The method for determining the
specifications for the replicates is iterative in nature, because
the results of a study are first required to determine the degree
to which the specification succeeds at producing linearity.
Therefore, this part of the overall quantification process, as
shown in FIG. 25, is preferably addressed by a separate set of
analysis steps. Without the linear quality assurance step, there
are opportunities to misinterpret results. Even without such a
systematic approach, there are ways, however, to proceed
with normalization, for example, as described hereinbelow.
[0419] Using such a method, one can inspect (preferably
automatically) each quantification value to ascertain whether
it exceeds a predetermined threshold, expressed as some
number of absolute standard deviations, in order to detect
outliners. Thereafter, the outliers can be excluded before
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applying the method to the data again. Once all of the outliers
are excluded, normalization continues as described herein-
above. However, this approach requires a fixed threshold.

[0420] As indicated hereinabove, normalization of
microarray data is important for many applications, e.g., gene
expression studies, because bioinformatic queries and an
ability to understand expression relationships depend on
accurate expression profiles. Attaining accurate measures of
expression data requires robust biochemical procedures, reli-
able instrumentation, and sound methods of data processing.
The importance of developing validation criteria along the
process workflow is very important. The resulting utility of
biological research depends in large part on accuracy of data
as products are integrated with public and private bioinfor-
matic and other database or information sources.

[0421] Signal generation and detection systems, in general,
should address these elements in the context of a complete
system. For the case of data processing, the normalization
method described hereinabove offers an approach to data
normalization that linearly compensates for inhomogeneities
in hybridization, and other sources of fluctuation in microar-
ray assays. The process described is a linear model based on
the estimation that signal fluctuations are uniformly added to
experimental assays by undesirable internal and external
sources. The proposed linear transform normalization
method described hereinabove, uses paired replicate controls
across experiments to provide a measure of these effects. The
resulting best-fit least-squares regression formula provides
metric parameters used to modify the data set dependent
variables. The modified data is assumed to be corrected for
the fluctuations characterized by the derived transform. Other
estimation models are feasible. It is therefore reasonable to
suggest the possibility of modifying this model to transform
the data using a non-linear model to one that is linear.

[0422] In summary, the normalization method of the
present invention assumes using paired replicate control spots
across experimental microarray assays (and within a microar-
ray assay for intra-experiment normalization) that vary in
intensity across, and beyond, the entire range of intensities
expressed by the assay. Normalization only concerns itself
with the data and does not directly make use of concentration
values or other characteristics of the assay such as the actual
genetic content of the spots.

[0423] Overall, the method of the present invention pro-
vides a consistent means for normalization that can be used
across experiments, as well as within a single experiment. Itis
recommended that expression profiles of known models be
validated alongside experimental results to gain confidence in
this or any other technique considered. For example, applying
the approaches to published and widely used expression
study data sets from well characterized biological systems
having gene sets with known functional properties and inter-
actions, as a control system, the stability and reproducibility
of a given experimental process can be validated.

[0424] As indicated hereinabove, the normalization tech-
niques can be implemented in software and/or hardware.
Persons familiar with methods of computer programming can
readily prepare the code for carrying out the functions
involved. For example, ArrayStat® (by Imaging Research,
Inc., St. Catharine’s, Ontario, Canada) is designed to work in
conjunction with ArrayVision®, a microarray quantification
package (which is suitable for use with the detection and
analysis system of the present invention). With ArrayVi-
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sion®, methods for investigating the quantification results
can be used to judge various solutions to the issues discussed
hereinabove.

Anomalous Feature Detection using Bi-Linear Normaliza-
tion

[0425] It is further possible to apply the method of linear
normalization discussed hereinabove to quality control, in
particular to the detection of anomalous samples among a
large population of samples that has been subject to hetero-
geneous experimental conditions. A systematic solution to
this problem has been developed in which a single body of
comparative data is transformed into two separate, but
equally valid, representations. The resulting separation is
then exploited by comparing one representation to the other in
order to determine if there is compliance with expectations.
Thus, using this process, a researcher can identify specific
members of a population that merit closer analysis to deter-
mine possible factors that contribute to the anomalous behav-
ior. The meaning of the behavior itself is not interpreted as
being either “good” or “bad”, but instead that the feature is
beyond the threshold of expectations. Furthermore, as would
be obvious to one skilled in the art of data analysis, detection
of deviant behavior is based on a threshold, and that such a
threshold is typically set to some number of standard devia-
tions above and below the average or median of the data
population under study. This threshold is at the discretion of
the analyst and set based on the context of the study.

[0426] The preferred linear normalization technique used
in this process is a method described hereinabove by which a
corrective model is derived from control features and is sub-
sequently applied to adjust data from non-control features. In
the context of microarray analysis, features are elements from
a microarray which are measured for expression intensity
under experimental conditions. Control features are specific
microarray elements that express at theoretical a priori known
levels relative to other elements in the same microarray or to
other external reference. Differences between actual and
theoretical expression levels within the control data set are
exploited by statistically deriving a linear model by linear
regression analysis.

[0427] The derived linear model of the control set, when
applied back to the control set, results in ideal conditions set
forth by theoretical a priori expression levels. This linear
model is a mathematical relationship between experimental
and theoretical results, and will always produce a transform
that corrects the control data in this way. The concept of linear
normalization is to apply the mathematically derived linear
transform to the non-control set, as if the non-control set had
undergone the same inhomogeneous effects of the control-
set. Once the non-control data set is corrected, normal ana-
lytical procedures, such as ratio analysis, can then proceed
with higher confidence. The net effect of the approach is to
orient each data set into a third common coordinate space
before comparing to one another. Thus, variations due strictly
to disorientation between independent coordinate spaces are
eliminated. The result is that remaining variation found in a
comparative analysis is more likely to be the result of actual
variation due strictly to the experimental conditions under
study. However, the selection of which data set is independent
and which is dependent for the purpose of regression analysis
is arbitrary. It is this arbitrariness that is exploited by the
method of bi-linear normalization described hereinbelow.
The process is referred to as “bi-linear normalization”
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because linear normalization is performed on the same data
set under two spatial orientations. Each linear transform
results in a relative change that orients the data set into a third
external coordinate space. This new coordinate space allows
both data representations to be examined on an equal basis,
thereby eliminating variance strictly due to non-coincident
spatial frameworks. It is the comparison of the resulting rela-
tive orientations within this common framework that enables
anomalous behavior in the features to be revealed. In pre-
ferred embodiments, the bi-linear normalization is applied to
microarray anomalous feature detection.

[0428] Thereason that it is an arbitrary decision as to which
data set is independent is because there is no standard to
which to compare. A basic assumption of linear regression
analysis is that there exists an independent and a dependent
data set which are paired to one another, and that the inde-
pendent data set has zero uncertainty, or is a “standard”. In the
situations to which the present methods are applied, this
assumption is not true: either data set can act as the indepen-
dent data set. Thus, either pairing situation is an arbitrary
selection by the researcher. It is this arbitrariness that is
exploited in the present method of bi-linear normalization,
wherein in certain situations, the ratios of the paired normal-
ized data values can be used to detect anomalies in the overall
population of features. That is, since the relationship connect-
ing the separated data is reciprocal, the product of the two
ratios, one from each representation, should be equal to 1.
Variation from 1 for any particular data member indicates
anomalous behavior. The anomalies can then be excluded
from the overall analysis or focused in upon for further study
as to why they exhibit anomalous behavior.

[0429] As indicated hereinabove, utilization of RLS detec-
tion methods can involve various techniques of data process-
ing, typically utilized for the purpose of providing such
enhancements as greater signal to noise ratios, increased sen-
sitivity, extended dynamic range, comparability within and/
or between assays, and to identify particular features. These
data processing techniques can be incorporated as sets of
instructions embedded in software and/or hardware that is
partofan analyzer and/or embedded in a computer with a data
connection to an analyzer. Such software is typically recorded
in an ordinary computer storage medium, including, but not
limited to: volatile or non-volatile random access memory
(RAM), read only memory (ROM), magnetic tape, hard or
floppy disks, and optical storage media such as compact disks
(CD, CD-ROM). Further assay methods, preferably array-
based methods and especially microarray assay methods, can
advantageously utilize such software and/or hardware.
[0430] The practice of the present invention is now illus-
trated by means of several examples. It would be understood
by one of skill in the art that these examples are not in any way
limiting in the scope of the present invention and merely
illustrate representative embodiments.

EXAMPLES
Example 1
Linear Normalization of Microarray Data

[0431] Application of the linear normalization method is
demonstrated using artificial data generated in a Microsoft
Excel® Spreadsheet, shown in the following Table 1. Data
sets X and Y are representative of microarray expression
intensity values acquired from two experiments. The actual
values are from a random number generator. The first nine
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rows at the top of the table represent replicate control spots.
The replicates were used to calculate a best-fit least-squares
linear regression line, as described hereinabove. The last 14
rows of Table 1 represent replicate experimental spots. Col-
umn 3 of Table 1 was generated by the resulting linear trans-
form equation. Table 1 includes ratios obtained both before
and after normalization, along with their associated percent-
age change.

TABLE 1

Normalized Normalized  Change In
Data Set ~ Data Set Data Set  Ratio Ratio Normalized

X Y Y (Y/X) (Y'7X) Ratio
68 81 107 1.19 1.58 24%
54 70 88 1.03 1.29 20%
62 32 22 0.47 0.32 -47%
44 6 -24 0.09 -0.35 125%
79 65 79 0.96 1.17 18%
19 75 97 1.10 1.42 22%
73 69 86 1.01 1.27 20%
37 26 11 0.38 0.17 -130%
18 12 -13 0.18 -0.19 191%
40 11 -15 0.16 -0.22 174%
76 73 93 1.07 1.37 22%
13 60 71 0.88 1.04 15%
20 72 92 1.06 1.35 21%
37 35 27 0.51 0.40 -30%
66 53 58 0.78 0.86 9%
39 87 118 1.28 1.73 26%
85 70 88 1.03 1.29 20%
74 72 92 1.06 1.35 21%
25 51 55 0.75 0.81 7%
42 87 118 1.28 1.73 26%
94 54 60 0.79 0.88 10%
42 43 41 0.63 0.60 -5%
89 96 133 1.41 1.96 28%

[0432] The linear equation obtained is represented by a

slope of 0.5733 and ay-intercept of 19.5269. Accordingly,
using equation (N9) hereinabove, the resulting linear trans-
form equation is:

Y'=(Y-19.5269)/0.5733

[0433] FIG. 26 shows the effect on data of applying the
linear transform normalization method. The original replicate
control spots have a regression line as described hereinabove.
The transformed values of the same spots are shown having a
regression line with slope equal to 1 and a y-intercept equal to
0, as derived. The balance of the data (i.e., that which is not the
controls) is shown before and after the normalization trans-
form is applied. The variation between the resulting regres-
sion lines indicates the degree to which data values have been
modified. Table 1 includes ratios of before and after normal-
ization along with associated percentage change.

Example 2

[0434] This example describes a study using microarray
data from four slides: a set of two excellent-quality slides,
referred to as “Ordered”, and another set of two poor-quality
slides, referred to as “Disordered”. Each set of slides matches
one another, feature-for-feature, and are expected to equally
express across slides and within each slide. The slide layout
depicted in FIG. 27 shows two slides, each having one array
comprised of four sub-arrays. Each sub-array contains five
classes of features replicated ten times in a column. The
nomenclature used herein includes: Slides 0-1 (S0, S1);
Groups 0-3 (G0, G1, G2, G3); and Features A-E. Each feature


http://www.patentlens.net/

http://www.patentlens.net/

US 2008/0137080 A1

has an associated background value used in calculating an
average background for each slide.

[0435] The purpose of analyzing two sets of data, Ordered
and Disordered, is to demonstrate the degree to which this
normalization technique affects high-variance data as com-
pared to low-variance data. Normally, only high quality data
should be used in an expression study, but determining excel-
lence requires measures of quality assurance. The normaliza-
tion process produces a statistical measure (R?), which can
help to determine the goodness of fit. Ultimately, a threshold
at which quality assurance is compared, should preferably be
determined so that a standard against which other fits can be
measured is established.

[0436] The graphs associated with various microarray
images are MTM density values of each group on slides 0 and
1, for both the Ordered and Disordered data sets. MTM den-
sity (the Median-based Trimmed Mean density) is the quan-
tification value measured by ArrayVision, and is defined as
follows.

[0437] The reported MTM Density (definition below)
value for each spot represents the mean of all the pixels
remaining in a defined region of interest, after first removing
pixels with density values that exceed a user-defined thresh-
old value median absolute deviations (MAD’s) above or
below the median. (By default, the threshold is 4.0 MAD’s.)
This measure removes the effect of image artifacts (e.g., dust
particles) on density estimation.

[0438] The objective of this study was to demonstrate the
effect of applying the linear normalization technique to a
realistic data set using several spatially related strategies.
These strategies were investigated in parallel to explore the
effect of using normalization to compensate for local (group-
to-group) and global (slide-to-slide) fluctuations. Presently,
the simplest of the spatial relationships (InterSlide) will be
available in the Genicon Sciences’ version of Imaging
Research ArrayVision® software.

[0439] Four spatially related strategies for applying the lin-
ear normalization technique were implemented and are
depicted in FIG. 28. The first strategy, referred to as “Inter-
Slide,” treats all of the data in slide S0 as a population set,
paired with all the data in slide S1 as another population set.
Three other general strategies can also be used to exploit
spatial relationships that provide finer granularity. Fine-
grained statistical analysis leads to improved accuracy by
compensating for local effects. In order of complexity, the
additional strategies are referred to respectively as “Inter-
Group”, “InterSlide-IntraGroup”, and “InterGroup-Intra-
Group”. The prefixes “Inter-” and “Intra-" refer to “Slide-to-
Slide” and “Group-to-Group” relationships, respectively. To
implement the InterSlide normalization strategy into soft-
ware such as ArrayVision, modifications are expected to be
minor when compared to those required to implement the
alternative strategies.

[0440] Each of the normalization strategies is now briefly
described with reference to FIG. 28.

No Normalization

[0441] Data from S0 and S1 are compared using no nor-
malization. In one normalization approach, as suggested by
Schuchhardtet al., Nucl. Acids Res., 28: €47, (2000), analysts
will divide by a “normalization factor” based on the average
of all features in a slide. However, such a term applied across
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the data set has no guarantee of normalizing the data set in an
equalized, repeatable and consistent manner.

InterSlide Linear Normalization

[0442] All features from SO are paired with corresponding
features from S1. Regression analysis of the resulting data-
pairs produces linear normalization parameters, subsequently
used to correct the original data values from S1, thereby
producing normalized InterSlide S1'. A comparative study is
performed between SO0 and S1'.

InterGroup Linear Normalization

[0443] All features from SOGO are paired with corre-
sponding features from S1G0. Regression analysis of the
resulting data-pairs produces linear normalization param-
eters, subsequently used to correct the original data values
from S1'GO, thereby producing normalized InterGroup
S1'G0. This InterGroup normalization process is repeated for
each group to produce normalized InterGroups: S1'GO,
S1'G1, S1'G2, and S1'G3. Comparative study is performed
between the cumulative populations of SOG (made up of
S0G0+S0G1+S0G2+S0G3) and S1'G (made up of S1'G0+
S1'G1+S1'G2+S1'G3).

InterSlide-IntraGroup Linear Normalization

[0444] All features from SOGO are paired with corre-
sponding features from S0G1. Regression analysis of the
resulting data-pairs produces linear normalization param-
eters, subsequently used to correct the original data values
from SO0G1, thereby producing normalized IntraGroup
S0G1'. All features from S0G1' are paired with corresponding
features from SO0G2. Regression analysis of the resulting
data-pairs produces linear normalization parameters, subse-
quently used to correct the original data values from S0G2,
thereby producing normalized IntraGroup S0G2'. This Intra-
Group normalization process is repeated for each Group to
produce normalized IntraGroups: S0G0, S0G1', S0G2' and
S0G3'. The entire IntraGroup normalization process is per-
formed on Slide S1 in an equivalent manner, thereby produc-
ing normalized IntraGroups: S1G0, S1G1', S1G2'and S1G3'.
[0445] Finally, InterSlide normalization is performed: all
features from the cumulative populations of S0G' (i.e.,
S0G0+S0G1'+S0G2'+S0G3") are paired with the features
from the corresponding cumulative populations of S1G' (i.e.,
S1G0+S1G1'+S1G2'+S1G3"). Regression analysis of the
resulting data-pairs produces linear normalization param-
eters, subsequently used to correct the original data values
from the cumulative populations of S1G', thereby producing
a normalized InterSlide S1'G'. Comparative study is per-
formed between the cumulative populations of SOG' and
S1'G'.

InterGroup-IntraGroup Linear Normalization

[0446] All features from S0GO are paired with correspond-
ing features from S0G1. Regression analysis of the resulting
data-pairs produces linear normalization parameters, subse-
quently used to correct the original data values from S0G1,
thereby producing normalized IntraGroup S0G1'. All features
from SO0G1' are paired with corresponding features from
S0G2. Regression analysis of the resulting data-pairs pro-
duces linear normalization parameters, subsequently used to
correct the original data values from S0G2, thereby produc-
ing normalized IntraGroup S0G2'". This IntraGroup normal-


http://www.patentlens.net/

http://www.patentlens.net/

US 2008/0137080 A1

ization process is repeated for each Group to produce normal-
ized IntraGroups: S0G0, S0G1', S0G2' and S0G3'. The entire
IntraGroup normalization process is performed on Slide S1in
an equal manner, thereby producing normalized IntraGroups:
S1G0, S1G1', S1G2' and S1G3'.

[0447] Finally, InterGroup normalization is performed: all
features from S0GO are paired with corresponding features
from S1G0. Regression analysis of the resulting data-pairs
produces linear normalization parameters, subsequently used
to correct the original data values from S1G0, thereby pro-
ducing a normalized InterGroup S1'G0. All features from
S0G1' are paired with corresponding features from S1G1'.
Regression analysis of the resulting data-pairs produces lin-
ear normalization parameters, subsequently used to correct
the original data values from S1G1', thereby producing a
normalized InterGroup S1'G1'. This InterGroup normaliza-
tion process is repeated for each Group to produce normal-
ized InterGroups: S1'G0, S1'G1', S1'G2' and S1'G3'. Com-
parative study is performed between the cumulative
populations of S0G' (i.e., SOG0+S0G1'+S0G2'+S0G3") and
S1G' (i.e., SI'G0+S1'G1'+S1'G2'+S1'G3").

[0448] In alternative embodiments, intra-slide groups are
created as a function of the particular pin used for spotting the
group. For example, reference features used in the normal-
ization process are preferably grouped so that sub-groups of
features on the slide can be related back to the pin used in
spotting. This allows sub-populations to be normalized to
minimize pin-to-pin variability, which can be a significant
source of spotting variability. In still other embodiments,
reference features can be distributed so that temporal or posi-
tion dependence variability during array printing can be cor-
rected for.

[0449] The linear transform normalization algorithm is the
same in each strategy, only the granularity of the problem
setup changes. By granularity is meant the fact that the data
can be expressed as a hierarchy of classes, from groups of
slides, to individual slides, to groups within slides. Exploiting
granularity is an approach to statistical analysis which subtly
captures inherent relationships that can be missed (averaged
out) when the data is included in a larger population. Of
course, to take advantage of such inherent relationships
means there has to be structure to the data. A microarray has
structure, but is preferably specified and translated into a form
suitable for use by the algorithm. It should be noted that the
amount of computer processing increases as the granularity
becomes finer. However, with the present state of desktop
computing power, this is not an immediate concern.

[0450] FIGS. 29 and 30 show a side-by-side performance
comparison between the five normalization strategies for the
Disordered data set. As shown in FIGS. 29A and 29B, the
average expression values for each class vary according to
normalization strategy. The standard deviation amongst tech-
niques is included below each comparative set for each fea-
ture. Slide 0 shows an average standard deviation of 698
across normalization strategies, while Slide 1 shows 1,031.
This implies that Slide 1 is affected more by the method of
normalization than is Slide 0. The magnitude of the deviation
is high due to the already established high variance associated
with the Disordered data set. Once linear normalization is
complete, comparative expression analysis is performed
resulting in FIGS. 30A and 30B.

[0451] FIG. 30A shows the average expression range
between Slide 0 and Slide 1, indicating the amount of new
signal that is contributed to measured density values as a
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result of normalization. Ideally, in this study, the average
expression across slides should be equal and therefore the
difference should be zero. It is interesting to note that for
feature A, normalization is in agreement; for features Band C,
the normalization caused an increase in range; and for fea-
tures D and E, the normalization caused a decrease in range,
relative to no normalization. This behavior is not unusual, and
was noted in the discussion hereinabove on data distribution
shifts and class separation. The average standard deviation of
average expression ranges across normalization strategies is
387. This indicates that normalization has a nominal contri-
bution to measured density values. Comparative expression
in terms of ratios is shown in FIG. 30B. Similarly, the
expected performance of the study should be that relative
expression is one-to-one which produces a fold change whose
log is equal to zero. FIG. 30B represents the log fold change
having an average standard deviation of 0.1266 fold across
normalization techniques. Thus, comparative analysis of the
Disordered data set consistently shows high levels of variance
throughout the analysis, as expected from the onset. The next
section repeats this entire process of analysis based upon the
Ordered data set.

[0452] FIGS. 31 and 32 show a side-by-side performance
comparison between the five normalization strategies for the
Ordered data set. As shown in FIGS. 31A and 31B, the aver-
age expression values for each class vary according to strat-
egy. The standard deviation amongst techniques is included
below each comparative set for each feature. Slide 0 shows an
average standard deviation of 201 across normalization strat-
egies, while Slide 1 is 204. This implies that Slide 0 and Slide
1 are equally affected by normalization. The magnitude ofthe
deviation is low due to the already established low variance
associated with the “Ordered” data set. Once linear normal-
ization is complete, comparative expression analysis is per-
formed resulting in FIGS. 32A and 32B.

[0453] FIG. 32A shows the average expression range
between Slide 0 and Slide 1, indicating the amount of new
signal that is contributed to measured density values as a
result of normalization. Ideally, in this study, the average
expression across slides should be equal and therefore the
difference should be zero. It is interesting to note that all of the
normalization techniques are in close proximity of one
another, but differ significantly from no normalization. The
average standard deviation of average expression ranges
across normalization strategies is 35. This indicates that nor-
malization made an insignificant contribution to measured
density values. Is this true, if so, why do it?

[0454] Comparative expression in terms of ratios is shown
in FIG. 32B. Similarly, the expected performance of the study
should be that relative expression is one-to-one which pro-
duces a fold change whose log is equal to zero. FIG. 30B
represents the fold change whose log has an average standard
deviation of 0.0921 fold across normalization methods. This
number is somewhat significant compared to the expected
value of zero. Upon closer inspection, one can observe that
microarray features A, C and E are very close to 0, while
features B and D are not. Thus, this analysis would lead an
observer to suspect the quality of expression analysis involv-
ing this class of features. It is also interesting to note that in
suspect features B and D, the Intra-Group based strategies of
normalization gave rise to a result that is contrary to the
others. Finally, comparative analysis of the Ordered data set
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consistently shows low levels of variance throughout the
analysis, as expected from the onset.

Example 3
Bi-linear Normalization

[0455] Table B1 shows data sets “a” and “b” for each
microarray feature C1 through C25.

TABLE B1

Feature ID a b

C1 5447 1335
C2 7753 3783
C3 4995 2935
Cc4 3953 1913
C5 5015 328
C6 7830 6077
Cc7 7645 3700
C8 8362 2295
c9 5837 1264
C10 4492 3823
Cl11 5773 4851
C12 9435 4318
C13 8576 2956
Cl14 6270 1617
C15 7223 2643
C16 9421 7261
C17 3683 508
C18 7661 4862
C19 2994 59
C20 6190 1119
C21 7899 3121
C22 6772 4486
C23 3933 105
C24 914 175
C25 5636 3977

[0456] Data sets “a” and “b” are assigned to be the inde-
pendent and dependent data sets, respectively, and arc each
normalized and then converted to ratios. Then the data sets
reverse roles and the process is repeated. These two results are
depicted in Tables B2 and B3.

TABLE B2
Normalized

Control Data Normalized Ratio
Feature ID S0 S1 sr [S0/S17
C1 5447 1335 3910 1.39
C2 7753 3783 7701 1.01
C3 4995 2935 6388 0.78
C4 3953 1913 4805 0.82
C5 5015 328 2350 2.13
C6 7830 6077 11254 0.70
Cc7 7645 3700 7573 1.01
C8 8362 2295 5396 1.55
Cc9 5837 1264 3800 1.54
C10 4492 3823 7763 0.58
Cl1 5773 4851 9355 0.62
C12 9435 4318 8530 1.11
C13 8576 2956 6420 1.34
Cl4 6270 1617 4346 1.44
C15 7223 2643 5935 1.22
C16 9421 7261 13088 0.72
C17 3683 508 2629 1.40
C18 7661 4862 9372 0.82
C19 2994 59 1933 1.55
C20 6190 1119 3575 1.73
C21 7899 3121 6676 1.18
C22 6772 4486 8790 0.77

C23 3933 105 2004 1.96
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TABLE B2-continued

Normalized
Control Data Normalized Ratio
Feature ID SO S1 NE [S0/S11]
c24 914 175 2113 0.43
C25 5636 3977 8002 0.70
TABLE B3
Normalized
Control Data Normalized Ratio
Feature ID SO S1 NE [S0/S11]
C1 1335 5447 1847 0.72
C2 3783 7753 4917 0.77
C3 2935 4995 1245 2.36
C4 1913 3953 -142 -13.47
Cs 328 5015 1272 0.26
C6 6077 7830 5019 1.21
Cc7 3700 7645 4773 0.78
C8 2295 8362 5727 0.40
C9 1264 5837 2366 0.53
C10 3823 4492 576 6.64
Cl1 4851 5773 2281 2.13
C12 4318 9435 7156 0.60
C13 2956 8576 6012 0.49
Cl14 1617 6270 2942 0.55
C15 2643 7223 4211 0.63
C16 7261 9421 7137 1.02
C17 508 3683 =501 -1.01
C18 4862 7661 4794 1.01
C19 59 2994 -1419 -0.04
C20 1119 6190 2836 0.39
C21 3121 7899 5111 0.61
C22 4486 6772 3611 1.24
C23 105 3933 -169 -0.62
c24 175 914 -4187 -0.04
C25 3977 5636 2098 1.90
TABLE B4
Product of
Normalized Ratios
(Ideal = 1)

Feature ID [SO/S1'T*[S0/S1"]

Cl1 1.01

C2 0.77

C3 1.84

C4 11.08

Cs 0.55

C6 0.84

C7 0.78

C8 0.62

C9 0.82

C10 3.84

Cl11 1.31

CI12 0.67

C13 0.66

Cl14 0.79

C15 0.76

C16 0.73

C17 1.42

C18 0.83

C19 0.06

C20 0.68

C21 0.72

C22 0.96

C23 1.22

Cc24 0.02

C25 1.33
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[0457] Prior to calculating ratios, linear normalization is
performed for which the results are also shown in Tables B2
and B3. FIGS. 33 and 34 show the effects of linear normal-
ization on the data set by showing results before and after
linear normalization, including the best-fit linear regression
line. The linear transform applied to the dependent data val-
ues is shown in each figure. The result of applying the trans-
form is also shown, resulting in a new regression line having
a slope of I and an intercept of 0. There is no change in the
R-squared value in either case. Using these two valid rela-
tionships, it is clear that their association with each other is
reciprocal in nature. That is, the ratios of a/b' and b/a' when
multiplied together should be equal to 1:

(B

when a'=a, and b'=b. However, linear normalization shows
that o' is not equal to o, and b' is not equal to b, due to
contributions from experimental effects which arc effectively
expressed in individual features. To determine the amount
that an experimental error or other effects contribute, on a
feature by feature basis, a comparison of the resulting product
of normalized ratios can be made.

[0458] FIG. 35A shows both normalized relationships with
data sets showing highlighted features from Table B2. The
important concept in this figure is to observe that the regres-
sion line for each data set is the same as the other. This
condition is the principal concept behind linear normalization
which, once met, enables each data set to be compared on
equal terms. Without normalization, the reciprocal relation-
ship is exact, i.e., a/b and b/a when multiplied together are
always exactly equal to 1, equation (B2):

a b (B2)

[0459] Thus, equation (B2) represents the expected rela-
tionship between the two data, while equation (B1) represents
the actual result. Hence, the contrast between the two can be
used as an indication of how well the actual results achieve the
desired results. This offers an opportunity to exploit the pro-
cess to detect features, on an individual basis, that fail to meet
the criteria within a given certainty range. Therefore, this
approach can act as a quality control for determining the
inclusion criteria for individual features in an experimental or
comparative analysis.
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[0460] Thecorresponding bar chartin FIG. 35B shows how
the features C1 through C25 perform with this technique.
Notice those features which significantly differ from the ideal
value of 1 Those are the anomalous features and should be
scrutinized by an operator for possible exclusion from analy-
sis and studied further for determining possible causes of
experimental error.

Example 4

Application of Two-Color Software to the Reduction
of Background Signal in a One Color Protocol

[0461] The purpose of this example was to demonstrate that
the Genicon Sciences two-color software was capable of
eliminating background signal, generated by light scattered
from dust and debris, from microarray slides assayed with the
Genicon Sciences one-color protocol.

[0462] The following Materials were used: GSD 501 Scan-
ner, equipped with software and filters for two-color analysis;
8 filters (450x70, 480x55, 550x60, 565x70, 580x70, 600x70,
620x70, 850x40); Au Dilution Series Slide (Bar Code #3750;
NBN 1128:95); and Genicon Separator Software Tool (Re-
search Systems Inc.).

[0463] A single dilution series slide, assayed with the one-
color protocol, was imaged with the GSD 501 scanner using
eight different filters, all at exposures of one second. The
images were analyzed to determine characteristic spectra for
Au and dust particles. The images produced by 450, 480, and
600 nm scans were combined in the Genicon Separator soft-
ware tool. Regions of interest for Au and dust were selected,
and end member reference files were created for each particle
type. Output intensity images for Au and dust were generated
using the software tool.

Spectral Data of Au and Dust Particles

[0464] A single slide with Au features and typical dust
background was scanned at one-second exposures for all
eight wavelengths listed above. FIG. 36 is an image of the
“features™ selected in the ArrayVision quantification analy-
sis. In particular, FIG. 36 shows spectral data of Au and dust
particles. Data was sampled under single template mode to
ensure that all intensity values correspond to the same pixel
regions of each image (wavelength). Segmentation, as found
in the ArrayVision was not applied in this case. Several Au
concentrations of gold were sampled, as were dust spots of
varying intensity so that a range of gold particles and dust
species could be analyzed. The median intensity (MTM Den-
sity) of each feature was taken for all wavelengths and a
characteristic spectrum was determined for each particle
type. The data are presented in Table E-1.

TABLE E-1

Feature Spectrum Data (MTM Deunsity vs. Filter Band(nm))

SpotID  450x70 480x55 550x60 565x70 S580x70 600x 70 620x55 850 x 40
2 ng/pl 921 717 4103 8915 8271 8510 6077 218
Sng/ul 1807 1365 8715 19208 17807 18425 13156 382
8nglul 1677 1271 8036 17982 16772 17294 12360 314

10ng/ul 2063 1537 9899 22396 21028 21858 15682 386

20ng/ul 3031 2270 15999 36459 34655 35636 25242 558

Dustl 2265 1735 1468 3942 3280 3456 2612 273

Dust2 435 342 302 531 491 502 378 112
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TABLE E-1-continued

44

enabling INNOVATION

Jun. 12, 2008

Feature Spectrum Data (MTM Density vs. Filter Band(nm))

SpotID  450x70 480x55 550x60 565x70 580x70 600x70 620x55 850 x40

Dust3 738 604 761 1227 993 978 765 130

Dust4 5303 3508 2824 5181 4474 5044 3974 1388

Dust5 480 369 503 741 590 578 427 133

Dust6 1297 947 1077 1788 1461 1498 1134 188

Dust7 1244 831 1168 1606 1127 1154 936 205

Dust8 20981 14686 15941 28474 23524 23913 17666 2413

Dust9 2486 1951 1926 3046 2193 2324 2456 289

Dust10 534 398 592 985 851 863 684 122

[0465] Dust particle data were separated into three regions:

high, medium, and low intensity. All particle intensities, TABLE E-2-continued

qualitatively, possessed similar spectral trends. Of particular ‘

interest was the signal increase at 450 nm for all intensity Au Feature Data Before and After Separation

groups. See FIGS. 37A, B and C. . . Concentration  Original MTM  Separated MTM  Separated/Original

[0466] The spectra of Au features of various concentrations (ng/ul) Density Density Ratio

are shown in FIG. 38. The signal is noticeably deficient near

450 nm 2 7339 6915 0.94
. 5 18375 18448 1.00
. 8 15432 15570 1.01

Separation Method and Parameters. 10 19029 19279 1.01

. 20 33037 33740 1.02

[0467] Based on the data hereinabove, the 450, 480, and 30 33705 34402 1.02

600 nm filter images were selected for use and combined in 40 28123 28752 1.02

the Genicon separator. A gold endmember file was created 50 33769 34311 1.02

sampling only the 8 and 2 ng/ul features (600 nm predominant

band). Dust particles of varying size and intensity were also [0469] Insummary, the two-color software can identify and

sampled. Although unknown, dust concentration values arc a
required parameter to create the dust endmember file (450 nm
predominant band). Therefore the concentrations were
approximated by dividing the mean 450 nm-dust-ROI-inten-
sities by the mean Au-8 ng-600 nm-intensities (all concentra-
tions normalized). Unmixed output intensity Au and dust
images were created from Au and dust endmember files; see
FIG. 39.

[0468] FIG. 39 clearly demonstrates the software’s poten-
tial to remove background dust from raw images. The
unmixed Au image was a definite visual improvement over
the original image. Additionally, the unmixed dust image
possessed areas where the software has successfully identi-
fied signal generated by the gold particles. Table E-2 shows
that the de-convolution process did not adversely affect the
specific Au signals generated by the output unmix file. Lower
concentration features were reduced more greatly than higher
concentrations. This is expected since each feature will con-
tain some dust and the removal of that dust will decrease a
greater percentage of overall signal in lower concentration
features.

TABLE E-2

Au Feature Data Before and After Separation

Concentration  Original MTM  Separated MTM  Separated/Original
(ng/ul) Density Density Ratio
0.05 432 349 0.81
0.08 319 247 0.77
0.1 726 623 0.86
0.2 909 788 0.87
0.5 1547 1387 0.90
0.8 1543 1390 0.90
1 1896 1723 0.91

separate background dust particles, improving the overall
quality of RLS microarray images. The example presented
herein shows that it is possible to successfully remove a
significant amount of background dust without significantly
compromising feature intensity. The success of the method
arises because the signal to background ratio is the primary
quantity, so that a small drop in signal is offset by a large drop
in background signal. Additional parameters that can be
adjusted include selection of filter, filter exposure times, dust
concentration algorithms, as well as selecting more diverse
gold particle, and dust feature sample populations.

[0470] The method of filtering out the effects of dust par-
ticles can also be applied to bubbles, scratches or other light
scattering artifacts with distinguishable spectral properties. It
may also be applied to other methods of signal generation and
detection including fluorescence labels, and in other assay
formats including cellular assays, immunohistochemical sys-
tems, in situ hybridization and similar approaches.

Example 5
Quantitative Theory for Multiplexing

[0471] To test the two color multiplexed system a model
experimental system consisting of mixtures of 60 nm silver
and 80 nm gold particles was used. The concentrations of
silver and gold particles in these mixtures were determined
from scattered light intensity measurements at two different
wavelengths, A, and A,. The validity of the concentrations
evaluated in this manner is assessed by comparison with the
known concentrations of the particles in the different mix-
tures.

[0472] To determine the concentration of silver and gold
particles in the two color multiplexed assays, the sample was
illuminated with white light. The scattered light intensity
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I(A,) at the wavelength A, which is optimal for detection of 60
nm silver particles, and the scattered light intensity I(A,)
which is optimal for detection of 80 nm gold particles, were
both measured. In addition the following intensities were
measured:

[0473] I(A,, C,.r4p) and I(A,,C ), the scattered light
intensity, at wavelengths A, and A, respectively, for a suspen-
sion containing 60 nm silver particles at a reference concen-
tration C, ¢ .

[0474] 1(A,,C,..y,) and 1(A,,C, .4,), the scattered light
intensity, at wavelengths A, and A, respectively, for a suspen-
sion containing 80 nm gold particles at a reference concen-
tration C, .z 4,-

[0475] These intensities serve to calibrate the system by
establishing relations between scattered light intensity and
particle concentrations. They can also be used to evaluate the
extent of particle overlap.

[0476] The principal mathematical relations between scat-
tered light intensities and particle concentrations (assuming a
linear relation between particle concentration and scattered
light intensity) are as follows:

I(}\‘l):uAgI(}\‘llCref,Ag)"'aAuI()\‘l’ Cref,Au) M1

I(0)=0 1l (hg, Crop a0 L (G r 1)

[0477] Rearranging equations (M1) and (M2) to solve for
the coefficients, o, and o ,,,, gives:

M2)

L IOIQa, Crg )~ 1001, Cr ) (M3)
s QL. Crep.ag (2, Crep, ) —
I, Crep, a2, Crepag)
o = TADIAy, Crepoag) = HADIA2, Cref,ag) M4)
A T, Crepag (A2, Creg ) —
I, Crep, a2, Crefag)
and:
o Cag (M5)
A8 Cref,Ag
_ Cu (M6)

[0478] From these equations, the concentrations of gold
and silver particles, C,, and C,  respectively, in other
samples can be determined.

[0479] FIGS. 40-43 illustrate the theory of multiplexing.
FIG. 40 shows corrected light scattering spectra of 60 nm
silver and 80 nm gold particles at 1.2x107** M concentration
in water. FIG. 41 shows a plot of the extent to which the light
scattering spectrum of 60 nm silver particles overlaps the
light scattering spectrum of gold, and vice versa. The overlap
ratio the light scattering intensity of 60 nm silver particles/
light scattering intensity of 80 nm gold; or light scattering
intensity of 80 nm gold/light scattering intensity of 60 nm
silver particles. FIG. 42 shows scattered light intensity from
mixtures of 80 nm gold and 60 nm silver particles. Gold
particle percentages are 0,20,40,60,80 and 100 in suspension.
The 80 nm particle concentration in 100% gold suspension is
0.89x107' M and the 100% silver suspension is 1.33x107'2
M. FIG. 43 shows a graph of calculated percent silver or gold
particles in suspension as determined by applying multi-
plexed vs. actual percent of silver particles in suspension. The
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linear graphs with a 45 degree angle show that the calculated
percent values agree very well with actual percent values.

[0480] FIG. 40 shows corrected light scattering spectra of
60 nm (diameter) silver and 80 pl gold particles. Particle
concentration is 1.2x107'? M in water for both the silver and
gold particle suspensions. The fact that the amplitudes of the
light scattering graphs are approximately the same for both
the silver and gold particle suspensions, at equal particle
concentrations, indicates that the light scattering cross sec-
tions are approximately the same at their respective wave-
lengths of maximum light scattering.

[0481] InFIG. 41, graphs that show the extent to which the
60 nm silver and 80 nm gold particle spectra overlap at equal
particle concentrations are presented. These graphs are plots
of Silver Spectrum divided by Gold Spectrum and Gold Spec-
trum divided by Silver Spectrum (or the ratio silver spectrum/
gold spectrum and the ratio gold spectrum/silver spectrum).
The values of these ratios are a measure of spectral overlap
and indicate the wavelengths which are preferred for two
color multiplexing. Thus, the ratio silver spectrum/gold spec-
trum has a maximum at about 450 nm (which is then the
preferred wavelength for silver detection) and the intensity of
a silver particle at 450 is about 4.2 times greater than that of
a gold particle. Similarly, the gold spectrum/silver spectrum
ratio shows a maximum at about 580 nm and the intensity of
a gold particle is 5 times greater at 580 than that of a silver
particle.

[0482] FIG. 42 shows corrected light scattering spectra for
different mixtures of 80 nm gold and 60 nm silver particles.
The percent gold in each mixture is 0, 20, 40, 60, 80 and 100.
Percent gold plus percent silver equal to 100%. The concen-
tration of 100% gold is 0.89x107*2 M and the concentration
of 100% silver is 1.33x107'> M. The graphs clearly show the
light scattering intensity maxima for the different silver and
gold particle mixtures. They also show the spectral changes
that occur as percent gold particle is increased. The spectra for
the gold and silver particles are independent of each other.
Only their amplitudes are affected when their concentrations
are changed. The graphs display a scattering light intensity
that is constant at the wavelength around 525 nm. This is an
isosbestic point or wavelength and is the wavelength where
the light scattering powers of the gold and particles are the
same.

[0483] FIG. 43 shows plots that indicate the ability of the
multiplexing methodology to evaluate the concentrations of
80 nm gold particles and 60 nm silver particles, in mixtures of
these particles, from lights scattering intensity measurements
at two wavelengths. The procedures were as follows. The
intensities of the silver and gold mixtures of FIG. 3 were read
from the spectra of FIG. 3 at 450 nm and 580 nm. The zero
concentrations intensities were used as both sample and ref-
erence intensities. For each particle mixture the intensities at
450 nm and 580 nm for the sample and reference were intro-
duced in the equations of 9 and 10 which yielded the values
for the concentrations of silver, C,, and gold C,,, particles. %
gold and % silver particle in each mixture was calculated with
the expressions:

Ceold
% Gold= ——22=___
Cyotd + Csitver
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-continued

Csitver

% Silver= —————
Ceotd + Csitver

[0484] The results plotted in these figure as % Silver and %
Gold calculated with the above expressions vs the actual %
Silver in each mixture. The experimental points in both plots
can be fitted to straight lines with effective slopes of 45°.
There is excellent agreement between calculated and actual
percentages.

Example 6

Representative embodiments of Multispectral
Deconvolution

[0485] This example describes two representative imple-
mentations of multispectral deconvolution algorithms of the
present invention. One embodiment is referred to as a stand-
alone version, and the other is referred to as an embedded
version.

[0486] The mathematical algorithms for linear algebra and
the supporting facilities for image management were tested
within ENVI software (available from Research Systems,
Inc.) using the linear spectral unmixing feature. Having ascer-
tained suitability, the linear spectral unmixing feature was
extracted and used to generate a stand-alone version, and an
embedded version of software for scattered light particle
analysis. Reference file generation is a part of both the stand-
alone and embedded implementations.

[0487] The embedded version unmixes RLS particles in an
“on-the-fly” implementation inside RLS instrument control
and capture software, such as has been described herein-
above. A framework of software components in an Integrated
Genicon Separator is shown in FIG. 44.

[0488] A representative “Integrated 2-Color Workflow”, as
shown in FIG. 45, uses a separate activity for reference file
generation, and is ultimately used by the unmix process.
[0489] The spectral linear unmix feature from ENVI was
initially implemented separately from the RLS instrument in
a stand-alone version called “Genicon Separator”, a layout of
whichis shown in FIG. 46, so that independent operation with
file-based images could be accomplished.

[0490] There are three principal activities attributed to the
operation of unmixing RLS particles from imagery. One mea-
sures the RLS particle reference spectra; one measures the
RLS particle mixture spectrum; and finally one solves the
linear matrix coefficients in terms of intensity units. This
process is accomplished by first building a band-image data
cube. The data cube is generated for all multispectral imagery
used by the system. This process transforms the raw intensity
values into spectral values that have been normalized for
exposure time and camera bias. The process of building a data
cube is depicted in FIG. 47, which shows four band-images
being collected on a tile-by-tile basis across a region (tem-
plate) and formed into a set of composite images in a data
cube structure, in the context of a two-color image capture
workflow.

[0491] The stand-alone version was designed to operate
three functions using a “Genicon Separator Framework™ of
software components as shown in FIG. 48A. In FIG. 48B, the
combine bands tool imports individual filter images, or band-
image files, and builds a data cube that is used by the reference
file creation tool, and the ummix tool as a principal data

46
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structure for representing the spectra. The reference file cre-
ation tool is used to collect exemplary regions of interest from
adata cube containing “pure” RLS particles. These regions of
the image provide a statistical sampling for building the ref-
erence spectra. The unmix tool then uses the reference spectra
in combination with a mixture image data cube to perform the
linear spectral unmix function.

[0492] A reference image data cube is created from a pure
RLS particle reference image set and sample spectra are
derived from it using the reference file creation tool, see FIG.
48C. A relative concentration value is assigned to each feature
selected from the reference image to desensitize the spectra
concentration variations. However, the relative concentration
preferably lies within the linear range of concentrations with
respect to intensity, before it can be considered as a useful
sample of the reference spectra.

[0493] FIG. 49 depicts a process of determining the appro-
priate samples to use from an RLS particle reference image
set. A linear analysis is conducted, via typical quantification
means, before a sample is submitted to the reference creation
tool for inclusion. As each feature is submitted, a cumulative
statistical spectral value is generated for each band, which
ultimately is used during the unmix process later on in the
workflow.

[0494] Once the RLS particle reference file is complete, it
may be used universally across mixtures comprised of the
reference RLS particles. Spectral references to other types of
material, such as dust, may be added to the reference spectra
without special treatment.

[0495] The unmix tool is, as shown in FIG. 50, comprised
of commercial software components which generate “abun-
dance” coefficients, then a Genicon-specific algorithm con-
verts the coefficients into intensity units. The resulting trans-
form results in an intensity image that appears “as if” it
originated from a single RLS particle image. Although the
abundance coefficients are completely accurate for the pur-
pose of ratiometric comparative analysis, they are insufficient
for the purpose of intensity-based quantification. Thus, the
abundance to intensity transform serves to provide a means
for users familiar with the art to quantify RLS particle inten-
sity images in a more customary mannet.

[0496] TheRLS particle unmixing software module is inte-
grated with the instrument control and capture software. The
instrument’s primary function is to accurately position the
RLS particle media with respect to the optical path and to
capture a single band-image tile from the CCD camera. A
single band-image tile results from a single filter used during
imaging. The instrument software organizes the individual
tiles into a composite image; displays it to the end-user; and
stores it in a computer file. Each band-image tile is also stored
as a file during the image capture process and is deleted after
the composite image is created.

[0497] A pre-selected filter group and spectral reference
file is uniquely associated with the RLS particle mixture
being unmixed. The software accesses this unique configura-
tion during the “on-the-fly” process. The integrated version of
software uses the same, yet reorganized set of software com-
ponents as the stand-alone version. However, with the addi-
tion of the instrument control and capture software (ICS-501)
the system is able to conduct all unmixing steps as the images
are collected. The reference file creation tool remains as a
stand-alone feature, but may be readily incorporated into the
embedded version along with a dedicated automation proto-
col to enable reference spectra collection.
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[0498] First, the instrument is instructed by the software to
collect separate band-images across the specified region, one
band-image per filter. The band-images are then combined
into a data cube, which is a data structure used by the unmix
software module to efficiently access the spatially coincident
pixels from each band-image. The reference file, containing
the spectral signatures of the RLS particles, along with the
data cube is then used by the unmix software to perform the
linear spectral unmix process, and abundance to intensity
transformation. This results in one intensity image per RLS
particle type. Efficient operation of this process, with regard
for computer resources such as random access memory
(RAM) usage, is achieved by using the unmix software on
each set of band-image tiles, rather than using it on the com-
posite image.

What is claimed is:

1. An assay system, comprising:

a first type of resonance light scattering particles config-

ured to be bound to a first analyte of interest in a sample;

a second type of resonance light scattering particles con-

figured to be bound to a second analyte of interest in the
sample; and

a signal generation and detection system configured to

analyze analytes in the sample based on detecting scat-

tered light of at least a first color from the first type of

particle in the sample and a second color from a the

second type of particle in the sample, said signal gen-

eration and detection system comprising an analyzer

configured to:

accept spectral intensity data from the sample, wherein
said spectral intensity data comprises signals from at
least the first and second types of resonance light
scattering particles;

convert said spectral intensity data, using multi-spectral
deconvolution, into a first intensity that corresponds
to an abundance of said first type of resonance light
scattering particle, and a second intensity that corre-
sponds to an abundance of said second type of reso-
nance light scattering particle; and

quantify said first analyte from said first intensity and
quantify said second analyte from said second inten-
sity.

2. The assay system of claim 1, wherein the signal genera-
tion and detection system further comprises:

a sample holder configured to hold and position a sample

format containing the sample;

an illumination system for providing light to the sample;

and

a light detector positioned with respect to the sample

holder to detect light scattered light from the sample
when illuminated by the illumination system.

3. The assay system of claim 2, wherein said multi-spectral
deconvolution comprises using a first reference spectrum of a
pure sample of said first type of resonance light scattering
particle, and a second reference spectrum of a pure sample of
said second type of resonance light scattering particle.

4. The assay system of claim 2, wherein said spectral
intensity data is unmixed into amounts of said first reference
spectrum and said second reference spectrum that are in pro-
portion to, respectively, the abundance of said first type of
particle, and the abundance of said second type of particle.

5. The assay system of claim 2 wherein said sample is in an
array.
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6. The assay system of claim 2, wherein said spectral
intensity data are corrected for spectral properties of the illu-
mination system and the light detector.

7. An assay system, comprising:

a first type of resonance light scattering particles config-

ured to be bound to a first analyte of interest in a sample;

a second type of resonance light scattering particles con-

figured to be bound to a second analyte of interest in the
sample; and

a signal generation and detection system configured to

analyze analytes in the sample based on detecting scat-

tered light of at least a first color from the first type of

particle in the sample and a second color from the second

type of particle in the sample, said signal generation and

detection system comprising an analyzer configured to:

accept spectral intensity data from the sample, wherein
said spectral intensity data comprises signals from at
least the first and second types of resonance light
scattering particles;

convert said spectral intensity data, using multi-spectral
deconvolution, into a first intensity that corresponds
to an abundance of said first type of resonance light
scattering particle, and a second intensity that corre-
sponds to an abundance of said second type of reso-
nance light scattering particle; and

quantify said first analyte from said first intensity and
quantify said second analyte from said second inten-
sity,

wherein a spectral value for said sample comprises a linear

sum of spectral values from said first and second types of
resonance light scattering particles types.

8. The assay system of claim 2 wherein said illumination
system is a tunable light source.

9. The assay system of claim 8 wherein said tunable light
source comprises one or more light emitting diodes that
together emit light of at least two different wavelengths.

10. The assay system of claim 2 wherein said illumination
system comprises a broadband light source in conjunction
with at least two individually selectable spectrally discrimi-
native light filters.

11. The assay system of claim 10 further comprising an
illumination path between said illumination system and said
sample holder, and a detection path between said sample
holder and said light detector, wherein each of said at least
two individually selectable spectrally discriminative light fil-
ters are selectively placed the illumination path or the detec-
tion path.

12. The assay system of claim 2 wherein said illumination
system comprises a broad-band light source in conjunction
with a tunable spectrally discriminative light filter.

13. The assay system of claim 12 further comprising an
illumination path between said illumination system and said
sample holder, and a detection path between said sample
holder and said light detector, wherein said tunable spectrally
discriminative light filter is placed in one or more of the
illumination path and the detection path.

14. The assay system of claim 5 wherein said array is a
microarray.

15. The assay system of claim 2, wherein said light detector
is selected from the group consisting of: an objective lens
microscope with a magnification from 0.5 to 500 times, con-
focal lens, and a photodetector.

16. The assay system of claim 15 wherein said photode-
tector is a photodiode, a photomultiplier tube, a photodiode
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array, a charge coupled device, a complementary metal oxide
semiconductor, or a charge induction device.
17. An assay system, comprising:
a first type of resonance light scattering particles config-
ured to be bound to a first analyte of interest in a sample;
a second type of resonance light scattering particles con-
figured to be bound to a second analyte of interest in the
sample; and
a signal generation and detection system configured to
analyze analytes in the sample based on detecting scat-
tered light of at least a first color from the first type of
particle in the sample and a second color from the second
type of particle in the sample, said signal generation and
detection system comprising an analyzer configured to:
accept spectral intensity data from the sample, wherein
said spectral intensity data comprises signals from at
least the first and second types of resonance light
scattering particles;
convert said spectral intensity data, using multi-spectral
deconvolution, into a first intensity that corresponds
to an abundance of said first type of resonance light
scattering particle, and a second intensity that corre-
sponds to an abundance of said second type of reso-
nance light scattering particle; and
quantify said first analyte from said first intensity and
quantify said second analyte from said second inten-
sity,
wherein said analyzer is additionally configured to use
multi-spectral deconvolution to remove a background
signal that is not due to a light scattering particle, from a
signal due to a light scattering particle.
18. An assay system, comprising:
a first type of resonance light scattering particles config-
ured to be bound to a first analyte of interest in a sample;
a second type of resonance light scattering particles con-
figured to be bound to a second analyte of interest in the
sample; and
a signal generation and detection system configured to
analyze analytes in the sample based on detecting scat-
tered light of at least a first color from the first type of
particle in the sample and a second color from the second
type of particle in the sample, said signal generation and
detection system comprising an analyzer configured to:
accept spectral intensity data from the sample, wherein
said spectral intensity data comprises signals from at
least the first and second types of resonance light
scattering particles;
convert said spectral intensity data, using multi-spectral
deconvolution, into a first intensity that corresponds
to an abundance of said first type of resonance light
scattering particle, and a second intensity that corre-
sponds to an abundance of said second type of reso-
nance light scattering particle; and
quantify said first analyte from said first intensity and
quantify said second analyte from said second inten-
sity,
wherein said first type of resonance light scattering par-
ticles type are gold particles.
19. The assay system of claim 18 wherein said gold par-
ticles are about 80 nm in diameter.
20. An assay system, comprising:
a first type of resonance light scattering particles config-
ured to be bound to a first analyte of interest in a sample:

enabling INNOVATION

Jun. 12, 2008

a second type of resonance light scattering particles con-
figured to be bound to a second analyte of interest in the
sample; and
a signal generation and detection system configured to
analyze analytes in the sample based on detecting scat-
tered light of at least a first color from the first type of
particle in the sample and a second color from the second
the of particle in the sample said signal generation and
detection system comprising an analyzer configured to:
accept spectral intensity data from the sample, wherein
said spectral intensity data comprises signals from at
least the first and second types of resonance light
scattering particles:

convert said spectral intensity data, using multi-spectral
deconvolution, into a first intensity that corresponds
to an abundance of said first type of resonance light
scattering particle, and a second intensity that corre-
sponds to an abundance of said second type of reso-
nance light scattering particle; and

quantify said first analyte from said first intensity and
quantify said second analyte from said second inten-
sity

wherein said first type of resonance light scattering par-
ticles a are silver particles.

21. The assay system of claim 20 wherein said silver par-

ticles are about 60 nm in diameter.
22. An assay system, comprising:
a first type of resonance light scattering particles config-
ured to be bound to a first analyte of interest in a sample;
a second type of resonance light scattering particles con-
figured to be bound to a second analyte of interest in the
sample; and
a signal generation and detection system configured to
analyze analytes in the sample based on detecting scat-
tered light of at least a first color from the first type of
particle in the sample and a second color from the second
type of particle in the sample, said signal generation and
detection system comprising an analyzer configured to:
accept spectral intensity data from the sample, wherein
said spectral intensity data comprises signals from at
least the first and second types of resonance light
scattering particles;

convert said spectral intensity data, using multi-spectral
deconvolution, into a first intensity that corresponds
to an abundance of said first type of resonance light
scattering particle, and a second intensity that corre-
sponds to an abundance of said second type of reso-
nance light scattering particle; and

quantify said first analyte from said first intensity and
quantify said second analyte from said second inten-
sity

wherein a first spectral profile of scattered light from said
first type of particles differs from a second spectral pro-
file of scattered light from said second type of particles.

23. The assay system of claim 22 wherein said first spectral
profile has a first peak wavelength, and said second spectral
profile has a second peak wavelength at a different wave-
length from said first peak wavelength.

24. The assay system of claim 23 wherein said first peak
wavelength differs from said second peak wavelength by at
least 100 nm.

25. An assay system, comprising:

a first type of resonance light scattering particles config-

ured to be bound to a first analyte of interest in a sample;
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a second type of resonance light scattering particles con-
figured to be bound to a second analyte of interest in the
sample; and
a signal generation and detection system configured to
analyze analytes in the sample based on detecting scat-
tered light of at least a first color from the first type of
particle in the sample and a second color from the second
type of particle in the sample, said signal generation and
detection system comprising an analyzer configured to:
accept spectral intensity data from the sample, wherein
said spectral intensity data comprises signals from at
least the first and second types of resonance light
scattering particles;

convert said spectral intensity data, using multi-spectral
deconvolution, into a first intensity that corresponds
to an abundance of said first type of resonance light
scattering particle, and a second intensity that corre-
sponds to an abundance of said second type of reso-
nance light scattering particle; and

quantify said first analyte from said first intensity and
quantify said second analyte from said second inten-
sity,
wherein said analyzer is further configured to quantify at
least one analyte through particle counting.
26. An assay system, comprising:
a first type of resonance light scattering particles config-
ured to be bound to a first analyte of interest in a sample;
a second type of resonance light scattering particles con-
figured to be bound to a second analyte of interest in the
sample; and
a signal generation and detection system configured to
analyze analytes in the sample based on detecting scat-
tered light of at least a first color from the first type of
particle in the sample and a second color from the second
type of particle in the sample, said signal generation and
detection system comprising an analyzer configured to:
accept spectral intensity data from the sample, wherein
said spectral intensity data comprises signals from at
least the first and second types of resonance light
scattering particles;

convert said spectral intensity data, using multi-spectral
deconvolution, into a first intensity that corresponds
to an abundance of said first type of resonance light
scattering particle, and a second intensity that corre-
sponds to an abundance of said second type of reso-
nance light scattering particle; and

quantify said first analyte from said first intensity and
quantify said second analyte from said second inten-
sity,

wherein said analyzer is further configured to quantify at
least one analyte through integrated light intensity mea-
surement.

27. An assay system, comprising:

at least one type of resonance light scattering particles
configured to be bound to an analyte of interest in a
sample, wherein said sample is an array;

a scattered light detector configured to analyze analytes in
the sample based on detected scattered light of at least
first color from a first particle in the sample and second
color from a second particle in the sample, said scattered
light detector comprising:
asample holder configured to hold and position a sample

containing the sample;
an illumination system providing light to the sample;
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a light detector positioned with respect to the sample
holder to detect scattered light in response to light
provided by the illumination system, and
and analyzer communicating with the light detector to
analyze the analytes in the sample based on the
detected scattered light, said an analyzer configured
to:
accept spectral intensity data from the sample,
wherein said spectral intensity data comprises sig-
nals from at least two types of light scattering par-
ticles, and wherein a first particle binds to a first
analyte and a second particle binds to a second
analyte;

convert said spectral intensity data, using multi-spec-
tral deconvolution, into a first intensity that corre-
sponds to an abundance of said first particle, and a
second intensity that corresponds to an abundance
of said second particle; and

quantify said first analyte from said first intensity and
quantify said second analyte from said second
intensity,

wherein said analyzer is further configured to quantify the

first analyte through particle counting and the second

analyte through integrated intensity measurement.

28. An apparatus for quantifying at least two types of
analytes in an assay, said apparatus comprising at least one
processor and a memory, wherein said processor is config-
ured to:

accept spectral intensity data from a sample, wherein said

spectral intensity data comprises signals generated by
light scattered by resonance light scattering from at least
two types of light scattering particles, and wherein a first
particle binds to a first analyte and a second particle
binds to a second analyte;

convert said spectral intensity data, using multi-spectral

deconvolution, into a first intensity that corresponds to

an abundance of said first label, and a second intensity
that corresponds to an abundance of said second label;
and

quantify said first analyte from said first intensity and a

concentration of said second analyte from said second

intensity.

29. An apparatus of claim 28 wherein said processor is
additionally configured to use multi-spectral deconvolution
to remove a background signal that is not due to a light
scattering particle, from a signal due to an light scattering
particle.

30. An apparatus of claim 28 wherein said spectral inten-
sity data is obtained using a defined isosbestic filter to
improve the abundance to intensity conversion.

31. An apparatus of claim 28 wherein spectral differences
are a function of properties of the illumination and detection
system.

32. An apparatus of claim 28 wherein the multi-spectral
deconvolution comprises using a first reference spectrum of a
pure sample of said first particle, and a second reference
spectrum of a pure sample of said second particle.

33. An analyzer for quantifying at least two types of ana-
lytes in multiplexed assays, comprising at least one processor
and a memory, wherein said processor is configured to:

accept spectral image data from a sample that includes two

or more spectrally selective images, wherein said spec-
tral image data is comprised of signals generated by light
scattered by resonance light scattering from two labels,
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and wherein a first label binds to a first analyte and a quantify said first analyte by means of particle counting

second label binds to a second analyte; from said individual images that contain only said first

label, and said second analyte by means of particle
counting from said individual images that contain only
said second label.

convert said two or more spectrally selective images into
individual images that either contain only said first label
or contain only said second label, using multispectral
deconvolution; and ® ook kR %


http://www.patentlens.net/

